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Preface to the first edition

The stimuli for writing this book were private and public. In our conversations
with colleagues in other areas of psychology we have noticed a lack of awareness
of recent advances and retreats in personality psychology. In parallel with these
conversations, we noticed that textbooks on personality and sections on person-
ality in general psychology texts frequently failed to reflect what was happening
in the research journals and at personality conferences. Many psychologists, we
found, were under the impression either that traits had perished under Mischel’s
broadsword in 1968, or that trait theorists were still discussing how many an-
gels were perched on their particular pinhead. Personality texts, more surprisingly,
seemed stuck in an arcane formula, variously described as a Dutch Auction or
a Hall of Fame. Thus, the typical book on personality has a number of more or
less free-standing chapters on ‘approaches to personality’ handed down largely by
great names: Freud, Jung, Maslow, Erikson, Horney, Sullivan, May, Kelly, Rogers.
What many of these approaches shared was a lack of current, and often past, aca-
demic interest and a lack of empirical evidence or even testability. Within the
Hall of Fame, traits appeared as one or two dusty portraits, neither more nor less
distinguished than the other works on offer, though perhaps with a little less depth.
The typical book reviewing personality does not adequately represent current
personality research. It offers a parallel world where knowledge does not progress
and where stories pertaining to human personality are collected irrespective of
their validity. The version of traits offered is frequently a straw man that entails a
rigidity and narrowness not seen among living trait researchers. One still sees situ-
ationism and interactionism portrayed as alternatives to trait models, whereas the
truth is that there are no credible situationists who deny the existence of traits
and no trait theorists who deny the power of the situation. Situationism and trait
theories are complementary, not alternatives, and interactionism is the description
of the emergent approach consequent on recognising these truths. This does not
deny that some researchers will devote their careers more to studying traits or sit-
uations, and there is more than one way to become an interactionist. It is a truism
verging on cliché to say that behaviour is multifactorially determined and that there
is a reciprocity between the person and the environment. However, this richness
may only be captured by systematic empirical research that stakes out the lawful
personological and situational (and interactional) factors influencing behaviour.
An accurate exposition of scientific research on personality must break the
common mould from which many personality texts have been cast; it must explain

Xix



XX

Preface to the first edition

to the reader why some personality theories and constructs should be dropped from
our consideration, and others need to be recognised as having become married.
This book is about contemporary personality research, one which is aware of the
historical roots of the field but focuses on constructs with a future as well as a
past. Although the treatment of personality is centred on traits, it recognises other
empirical approaches. The book makes no expansionist claims for traits, but does
assert that other aspects of research on personality may be seen from the vantage
point of the trait theorist and may be used in tandem with traits.

The book is not wholly or even largely concerned with the narrow psycho-
metrics of personality traits. As is the case with cognitive abilities, psychometric
studies provide a possible classificatory scheme for personality traits that has to
look elsewhere for validation. Therefore, whereas some attention must be given
to the dimensionality of personality traits, most of the evidence for the validity of
traits will come from what we call horizontal and vertical validation. Horizontal
validation includes such efforts as finding the same factorial structure for a trait
scheme in different groups (sexes, cultures, ages), and finding convergent and dis-
criminant validity when the traits are compared with other related and unrelated
psychometric constructs. Vertical validity may look up or down. Upward vertical
validation involves finding real-life correlates of trait differences, such as occupa-
tional and other life successes and failures, social behaviours, and susceptibility to
clinical conditions. Downward vertical validity concerns finding the psychological
and biological underpinnings of traits, and involves a variety of approaches from
cognitive to psychobiological. Therefore, the richness of psychological research
involving traits includes differential, biological, cognitive and social techniques.
Thus, whereas the sine qua non of the personality researcher must be a minimum
level of psychometric knowledge, the personality researcher must be eclectic in
validating traits.

The structure of the book reflects the validational structure outlined above. Part
1 of the book charts the trait domain and attempts to clarify the boundaries between
the most agreed upon dimensions. It also examines the relationship between trait
theory and its supposed alternatives in the domain of personality. Part 2 deals
with the causes of traits, both biological and social. Part 3 concerns some of
the consequences of trait differences. Again, it is important to emphasise that,
whereas a replicable and generalisable psychometric structure for personality traits
is necessary for a theory of personality, it is not sufficient. Sufficiency arises when
the origins of traits have been established in valid constructs that lie outside the
trait domain, and where there are replicable, significant and objective real-life
outcomes of traits in terms of human behaviour. The book gives an idea of the
empirical mass of trait theories of personality; compared with other psychological
constructs we think that trait theory has come near to the status of a paradigm
in psychological research. Not the least impressive fact about traits is that their
influence may be carried in the genetic material.

The book builds an eclectic picture of human personality around traits. It is a
call to those interested in human individuality to come and stand on some ‘solid



Preface to the first edition

XXi

ground on the wetlands of personality’ (Costa and McCrae, 1995); as such it
welcomes all other empirical approaches to personality. Therefore, the reader will
see an attempt to reconcile trait theory with the often-neglected work on abnormal
personality, with state research, with social psychology, with situationism, and so
forth. Because we have adopted an eclectic approach, some chapters or sections will
begin with a description of the explanatory principles of an area of psychological
research, and only then move on to the association of that area with trait theory.
We contend that all empirical research on personality must ultimately be woven
into a comprehensive account of the person, and that perhaps trait theory is a
reasonable platform from which to begin. In the treatment of individual topics,
the book, because of its breadth, is frequently selective, though never intentionally
unrepresentative. Our aim has been to offer the general flavour of an area as well
as a dip into some specific noteworthy studies. We have attempted to provide
a comprehensive scientific account of contemporary personality research with
traits centre stage, and with a strong supporting cast. This has been successfully
accomplished in part elsewhere, though usually such books have been written at the
level of the research monograph or have had a focus on a narrower range of traits
(Eysenck, 1982; Eysenck and Eysenck, 1985; Brody, 1989; Zuckerman, 1991;
Costa and McCrae, 1993). The level of the material has been pitched to appeal to
interested senior undergraduates, postgraduate students, and career psychologists
who wish to catch up on the contemporary scientific study of personality.






Preface to the second edition

The first edition of this book was motivated by the authors’ perception that research
on personality traits had reached a ‘critical mass’, that would justify a textbook
focusing on the trait as an organising construct for understanding personality. We
are gratified by the success of the first edition, which satisfied the need for a book
on personality based on modern scientific research. Since the publication of the
first edition, other authors appear to be distancing themselves from the traditional
Hall of Fame text that we criticised initially. It is a relief to see the Hall of Fame
approach receding into the distance so that the teaching of personality can be based
on empirical data rather than historical relics.

We appreciate the feedback that we received from colleagues concerning the
first edition. These comments helped to shape both the content and organisation
of this new edition. We encourage academic faculty, practitioners and students to
continue to share their opinions of the text with us. So far as content is concerned,
the challenge has been to keep pace with the surge of new data and theorising
on traits. In consequence, all chapters have been updated, and readers will note
that a high proportion of the studies cited are recent. To better keep up with new
developments, we invited a new author to join the original duo: Dr Whiteman
brings expertise in health, epidemiology and lifespan aspects of personality.

Recent research confirms our original contention that trait research is becom-
ing ever more interwoven into mainstream psychology. Focal topics as diverse as
behaviour genetics, stress and abnormality simply cannot be understood without
reference to traits. Several fields of inquiry have seen the extension and elabo-
ration of research that we highlighted in the first edition. Recent psychometric
studies largely take the Five Factor model as a reference point, even when seeking
to fractionate or collapse its dimensions. The trend towards integration of trait
psychology and social-cognitive psychology has accelerated, for example with the
important new work on how Agreeableness relates to social behavior. We have
also expanded our coverage of self-efficacy. In other cases, we have added much
new material to develop more fully topics such as sex differences, brain-imaging
studies, molecular genetics, psychopathy and traits in occupational psychology.
We have added three new chapters to review in more depth personality across the
lifespan, traits and health, and the practical applications of personality trait assess-
ment. Other new research areas include psychophysiological studies inspired by
recent work on reinforcement sensitivity, schizotypy, spirituality and the contro-
versial but influential construct of emotional intelligence.

XXiii
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Preface to the second edition

From its inception, the book has aimed to meet the needs of both the researcher
requiring an introductory survey of traits, and the student of personality. Thus,
we have also responded to feedback on the use of the book for teaching. The
layout and structure are better geared to teaching needs: including summaries,
space for notes, and more boxes on special topics. In addition, the new chapter on
practical application is intended to emphasise the real-world utility of personality
assessment (and its limitations), for the benefit of the practitioner.

As a closing thought, it is satisfying to see a valid edifice of personality psy-
chology rising ever higher from its solid foundation in the rigorous assessment of
stable traits. The flourishing dialogue between trait psychologists and social psy-
chologists — traditional adversaries — is especially welcome: both sides have much
to learn from one another. However, this undoubted success brings new challenges
and issues. We have referred already to the potentially overwhelming volume of
new research, which raises special difficulties for theory. How can we have a
unified theory of personality traits that explains findings from so many disparate
subdisciplines, ranging from molecular genetics to high-level social cognitive pro-
cesses? We have sketched out some tentative suggestions for theory development
in the concluding chapter. It is important also to maintain boundaries between core
personality research and other disciplines. Social psychology and personality are
often seen as a single field, but are there aspects of social psychology that should
be sharply differentiated from personality? The possible evolutionary basis for
human nature has been much debated of late, but perhaps it is unwise to merge
evolutionary psychology with personality. We continue to anticipate the matura-
tion of a trait-based personality science, but we also perceive a need for clarifying
the scope of this science. We hope that this text continues to assist both students
and working psychologists in grasping the basic principles and findings of research
on personality traits.

Gerald Matthews
Jan Deary
Martha Whiteman
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1 The trait concept and personality
theory

Introduction: conceptions of traits

Everyday conceptions of traits

The idea of personality traits may be as old as human language itself. Aristotle
(384-322 BC), writing the Ethics in the fourth century BC, saw dispositions such
as vanity, modesty and cowardice as key determinants of moral and immoral
behaviour. He also described individual differences in these dispositions, often re-
ferring to excess, defect and intermediate levels of each. His student Theophrastus
(371287 BC) wrote a book describing thirty ‘characters’ or personality types,
of which a translator remarked that Theophrastus’s title might better be rendered
‘traits’ (Rusten, 1993). Basic to his whole enterprise was the notion that individual
good or bad traits of character may be isolated and studied separately.

Contemporary English is replete with terms used to describe personal quali-
ties. Table 1.1 shows some examples: the five words rated by American college
students as the most and least favourable words in Anderson’s (1968) survey of
555 personality terms, together with five words given a neutral rating. Allport and
Odbert (1936) identified almost 18,000 English personality-relevant terms; more
words than Shakespeare used! Nouns, sentences and even actions may also have
personality connotations (Hofstee, 1990). The language of personality description
permeates our everyday conversation and discourse.

Everyday conceptions of personality traits make two key assumptions. First,
traits are stable over time. Most people would accept that an individual’s be-
haviour naturally varies somewhat from occasion to occasion, but would maintain
also that there is a core of consistency which defines the individual’s ‘true nature’:
the unchangeable spots of the leopard. In other words, there are differences be-
tween individuals that are apparent across a variety of situations. We might expect
a student we have noted as a ‘worrier’ to be unusually disturbed and worried in
several different contexts such as examinations, social occasions and group discus-
sions. Stability distinguishes traits from more transient properties of the person,
such as temporary mood states. Second, it is generally believed that traits directly
influence behaviour. If a person spontaneously breaks into cheerful song, we might
‘explain’ the behaviour by saying that he or she has a happy disposition. Such lay
explanations are, of course, on shaky ground because of their circularity. Aristotle
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Table 1.1 Ratings of likeableness of some favourable, neutral and unfavourable traits

Favourable traits Neutral traits Unfavourable traits
Trait Rating Trait Rating Trait Rating
Sincere 5.73 Quiet 3.11 Dishonest 0.41
Honest 5.55 Impulsive 3.07 Cruel 0.40
Understanding 5.49 Changeable 297 Mean 0.37
Loyal 5.47 Conservative 2.95 Phony 0.27
Truthful 5.45 Hesitant 2.90 Liar 0.26

Note Each word was rated on a 0—6 scale by 100 US college students
Source Anderson, 1968

suggested a more subtle, reciprocal causal hypothesis: that it is through actions
that dispositions develop, which in turn influence actions.

Itis by refraining from pleasures that we become temperate, and it is when we have
become temperate that we are most able to abstain from pleasures. (Thomson’s,
1976, translation of the Ethics, 1104a: 33-35)

One of the major tasks for a scientific psychology of traits is to distinguish
internal properties of the person from overt behaviours, and to investigate the
causal relationships between them. To avoid circularity, it is essential to seek to
identify the underlying physiological, psychological and social bases of traits,
which are the true causal influences on behaviour.

Scientific conceptions of traits

This book places the concept of the trait at centre stage in the scientific study of
human personality because, ‘if there is to be a speciality called personality, its
unique and therefore defining characteristic is traits’ (Buss, 1989). There is a large
gap between the everyday concept of a trait, and a concept that is scientifically
useful. Several distinct steps are necessary for developing a science of traits. The
first step is the measurement and classification of traits. The simplest technique for
personality measurement is just to ask the person to rate how well trait adjectives
such as those shown in Table 1.1 apply to himself or herself. We can also ask
questions about behaviours that are thought to relate to personality. Measures of
the extraversion—introversion trait typically ask whether the person enjoys parties,
meeting people and other social activities, for example. We can also have a person
who knows the respondent well, such as a spouse or close friend, provide ratings
of his or her personality. Traits need not be measured solely by verbal report: real-
world actions and behaviour in the laboratory may be assessed too (Cattell, 1973).
We would expect an extraverted person to belong to many clubs and societies,
for example. Experimental tests of typically extraverted behaviours may also be
devised, such as amount of laughter at jokes and willingness to respond rapidly

but inaccurately. In practice, however, personality measures based on objective
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Table 1.2 Examples of experimental studies showing correspondences between traits
and objective behavioural measures

Study Trait Behavioural measure
Carment, Miles and Cervin (1965) Extraversion ~ More time spent talking
Edman, Levander and Schalling (1983)  Impulsivity Faster reaction time

De Julio and Duffy (1977) Neuroticism Greater distance from

experimenter chosen
Ganzer (1968) Test anxiety More time spent looking away

from the task during testing
Newman, Patterson and Kosson (1987)  Psychopathy =~ More persistence in gambling

when consistently losing

behavioural tests have had only limited success, and few have been validated
(see Kline, 1993). Verbal report has been the preferred method of trait assessment
used by personality researchers.

As we have seen already there is a huge number of words which may be used to
describe personality. Many of these words have rather similar meanings: precise,
careful, meticulous and painstaking would all seem to relate to some common
quality of conscientiousness. Such overlapping traits can be grouped together as a
broad aspect or dimension of personality. The question then becomes: what is the
number of broad dimensions needed to describe the main elements of any individual
personality? Much research effort has been devoted to drawing up classificatory
schemes of fundamental personality dimensions: estimates of the number required
range from three to thirty or so.

There is no guarantee that people’s self-descriptions are accurate. The second
step in personality research is to test whether and how traits relate to behaviours.
Table 1.2 gives some examples of correlations obtained empirically between per-
sonality traits and objectively assessed behavioural measures. In each case, the
data imply that the person’s self-ratings or questionnaire responses are at least
partially accurate. Traits may also be useful in applied settings, in predicting a
person’s job performance, or the response of a patient to therapy, for example.
A related research question is the consistency of behaviour in various situations.
The implicit assumption of the trait approach is that people do in fact tend to be-
have consistently in different settings, an assumption which has been vigorously
challenged, as we shall see in chapter 2.

A science of personality traits requires a final, but difficult step: development
of a satisfactory theory of personality traits. We may be able to assess people’s
levels of extraversion and other traits, and show that our assessment predicts some
aspects of their behaviour, but in themselves these observations tell us nothing
about why the personality dimension predicts behaviour. One difficulty is that
personality may be represented at a variety of levels of psychological description.
For example, extraversion might be associated with simple properties of the central
nervous system, such as the excitability of individual neurones, or with style of
information processing, or with acquired social knowledge and beliefs. We can only



The nature of personality traits

distinguish these broad possibilities by the normal, somewhat laborious scientific
methods of formulating specific hypotheses and testing them rigorously against
experimental and observational evidence.

There are also some more subtle conceptual problems to be overcome. There
is some question over whether we can ever develop a general scientific theory of
traits at all. The idiographic approach to personality (e.g., Lamiell, 1981) considers
that all aspects of personality are fundamentally unique and idiosyncratic to each
individual, so that no generalised theoretical statements are possible. In this book,
we adopt the alternative nomothetic approach, which assumes that we can arrive
at general hypotheses concerning stable individual differences through the normal
scientific method. We cannot, of course, expect such hypotheses to predict all or
even most of the person’s behaviour; the uniqueness of individuals seems secure.

Causal primacy. There is uncertainty too over the causal status of traits. Suppose
we have a person who obtains a high score on a measure of neuroticism, and also
shows clinical symptoms of mild depression. Did neuroticism cause depression,
did depression cause neuroticism, or are both qualities independently influenced
by some additional causal factor such as a stressful life event? A traditional as-
sumption of trait theorists has been the causal primacy of traits. Although, as
suggested by Aristotle, there is probably some reciprocity of causal influence be-
tween traits and behaviours, it has often been supposed that the dominant direction
of causality is from trait to behaviour. For example, Brody (1994) stated that ‘I
assume that personality traits are causal. They are genotypically influenced latent
characteristics of persons that determine the way in which individuals respond to
the social world they encounter.” That is, although measures of traits such as ques-
tionnaire scores are not causal agents themselves, they validly index underlying
physiological or psychological structures which directly influence behaviour. One
of the pioneering trait psychologists, Gordon Allport (1937), saw traits as organ-
ised mental structures, varying from person to person, which initiate and guide
behaviour.

There are two important qualifications to this general principle. First, as Hettema
and Deary (1993) pointed out, the explaining of behaviour requires different levels
of analysis, including genetics, physiology, learning and social factors. Allport’s
notion that all the various manifestations of traits can be explained at a single
level of ‘mental structure’ is simplistic. Hence, causal models of trait action will
vary depending on the level investigated, although the ultimate research aim is to
develop a trait theory that will interrelate the various levels. Second, the causal
effects of traits on behaviour may be indirect. As discussed in chapter 2, traits
interact with situational factors to produce transient internal conditions or states,
which may sometimes be a more direct influence on behaviour than the trait. For
example, trait anxiety may interact with an immediate situational threat to generate
transient state anxiety, which in turn disrupts ongoing information processing and
impairs performance (Spielberger, 1966).

Inner locus. A second traditional assumption is that of the inner locus of
traits. The most important traits, such as extraversion and neuroticism (a broad
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tendency to experience negative emotions), are assumed by some to relate to some
fundamental, core quality of the person, which might be influenced substantially by
genetic factors (Eysenck, 1967; McCrae et al., 2000). Again, even within theories
that are sympathetic to the traditional view of traits, there has been some mod-
ification of the basic view. For example, Cattell and Kline (1977) distinguished
‘surface’ traits, which are simply clusters of overt responses which tend to be asso-
ciated, from ‘source’ traits, which are deeper properties of the person with causal
effects on behaviour. Modern developments of traditional theory seek to identify
and explain underlying sources of consistency in behaviour, whether these are
conceived of as genetic, physiological or cognitive in nature. The process of relat-
ing operationally defined measures such as questionnaire scores to theory is often
referred to as construct validation, and is discussed further below.

Both assumptions of traditional trait theory — their causal primacy and inner
locus — have been challenged more radically. The alternative to causal primacy is
the view that traits are a construction with no independent causal status. For ex-
ample, Buss and Craik (1983) argued that traits are simply descriptions of natural
categories of acts. Wright and Mischel (1987) characterised traits as conditional
statements of situation—behaviour contingencies. Furthermore, traits may be jointly
constructed by two or more people in social interaction, according to the social
dynamics of the situation (Hampson, 1988). Social psychological approaches to
traits tend also to abandon the inner locus assumption. Even if traits represent
genuine psychological structures, these structures may be no more than the super-
ficial mask the person presents to the outside world, in order to present a socially
acceptable self-image to other people. Such challenges to traditional views of traits
are explored in more detail in chapters 5 and 8.

The upshot of these considerations is that there is no generally accepted scientific
theory of traits. Some trait theorists have tended to take the relatively easy option
of focusing on the dimensional structure and measurement of traits rather than
investigating their underlying nature (Goldberg, 1993). However, it should be
clear from the preceding discussion that we cannot accept trait descriptions at face
value, and that there may be various qualitatively different types of explanation for
consistencies in self-reports and behaviours. In recent years progress has been made
in developing psychobiological information processing, and social psychological
trait theories which are partly complementary and partly competing accounts.
One of the major aims of this book is to show that trait psychology requires
these theoretical endeavours as well as its traditional concern with psychometrics.
Development of successful theories is necessary for the study of traits to take its
rightful place as a fundamental area of psychological science.

A brief history of traits

The scientific study of traits develops two aspects of common-sense dis-
course on personality. First, it formalises the tendency in natural language to use
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trait descriptors of individuals. Second, it formalises the popular awareness that
there are generalities of personality, such that individuals of a similar disposition
may be grouped together. This tendency is seen in folk psychology: astrology has
twelve personality-based sun signs, and there is a Chinese custom of ascribing
certain aspects of personality to the year in which a person was born; for instance,
those born in the years of the cow are said to be conscientious and hardworking.
Traits emerged from folk psychology and medicine, and from natural language.
The history of traits is a story which may be told in various ways: through trac-
ing the counterparts to extraversion and neuroticism identified in different epochs
(Eysenck and Eysenck, 1969; Eysenck, 1981), or through emphasising the evolu-
tion of the currently dominant five factor model of personality (Goldberg, 1993).
We confine ourselves to highlighting three aspects of the history of traits: the influ-
ence of classical thinking, the earliest scientific work on traits, and the emergence
of current models of personality.

The four humours

Amongst the earliest progenitors of present-day trait theories, apart from Aristotle
and Theophrastus, were Hippocrates (ca. 460—377 BC) and Galen of Pergamum
(AD 130-200) (Stelmack and Stalikas, 1991). The Hippocratic conception of the
aetiology of physical illnesses was based upon the theory of humours, or bodily
fluids, notably blood, phlegm, black bile and yellow bile. It was in the writings
of Galen, a Greek physician, that the humours became the bases of tempera-
ments. Galen’s temperamental terms, melancholic (tending towards low mood),
choleric (tending toward anger), phlegmatic (tending towards stolid calmness) and
sanguine (tending towards optimism and confidence), survive in today’s English.
When the humours were blended in a balanced fashion, an optimal temperament
resulted:

in his soul he is in the middle of boldness and timidity, of negligence and
impertinence, of compassion and envy. He is cheerful, affectionate, charitable
and prudent. (Stelmack and Stalikas, 1991, p. 259)

Imbalance led to physical illness, but also to mental disturbance. For example,
the melancholic temperament, associated with feelings of depression and anxi-
ety, resulted from an excess of black bile. In the seventeenth century, Burton’s
(1837; originally published 1621) description of the melancholic character has
some resemblance to the high neuroticism scorer on a present-day personality
questionnaire,

that which is a flea-biting to one causeth unsufferable torment to another; and
which one by his singular moderation and well-composed carriage can happily
overcome, a second is no whit able to sustain; but, upon every small occasion of
misconceived abuse, injury, grief, disgrace, loss, cross, rumour etc. (if solitary,
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or idle) yields so far to passion, that his complexion is altered, his digestion
hindred, his sleep gone, his spirits obscured, and his heart heavy, his hypocondries
misaffected; wind, crudity, on a sudden overtake him, and he himself overcome
with melancholy. (vol. 1, p. 140)

The humoral terms exist today merely as descriptive metaphors. Their aetiologi-
cal significance did not long outlast the Middle Ages. Immanuel Kant recast the
four humoral temperaments along the dimensions of ‘feeling’ and ‘activity’ to
yield a typology of four simple temperaments that emphasised their psychological
nature. The humoral terms also appear in the writings of the father of modern
psychology, Wilhelm Wundt. Wundt described the four temperamental types in
terms of two dimensions: strong—weak emotions versus changeable—unchangeable
activity. The relationships between the humoral terms and the schemes of temper-
ament classification devised by Kant and Wundt are shown in figure 1.1. Stelmack
and Stalikas (1991) described the relationship between these schemes and the
present-day dimensions of neuroticism and extraversion as ‘uncanny’. However,

Melancholic Choleric
(weak feelings) (strong activity)
Phlegmatic Sanguine
@ (weak activity) (strong feelings)
Unstable
(strong emotions)
Melancholic Choleric
Unchangeable Changeable
(slow changes) (rapid changes)
Phlegmatic Sanguine
Stable
®) (weak emotions)

Figure 1.1 Humoral schemes of temperament proposed by (a) Kant and (b) Wundt
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any veracity they have is owed to shrewd psychological observation and not the
classical theory of the humours.

Beginnings of the science of traits

Three ingredients were required for the initiation of scientific research on traits:
systematic data collection, statistical techniques for data analysis, and development
of testable theories. These prerequisites became available around the beginning of
the twentieth century. Of key importance were the new techniques of correlation
and, somewhat later, factor analysis (Gorsuch, 1983). Before the introduction of
factor analysis there was no objective method for reducing the huge numbers
of trait terms to a manageable number of broad dimensions. Thurstone’s (1947)
introduction of multiple factor analysis proved particularly influential, and the
systematic use of factor analysis began the modern research era in personality.

The first empirical studies

The raw materials, or stimuli, for some early researchers were gathered from the
dictionary. Sir Francis Galton (1884) was prescient in hypothesising that individual
differences in personality might be represented in natural language terms, and
trawling Roget’s Thesaurus for character-descriptive terms. This was later dubbed
the ‘lexical hypothesis’, for which De Raad (2000) provides a history. Pioneers
of empirical personality research included the Dutch psychologists Heymans and
Wiersma who, in a series of papers between 1906 and 1909, obtained ratings of
character for large numbers of subjects and attempted to reduce these to smaller
numbers of factors or dimensions. They employed a statistical method that was
conceptually related to factor analysis, though much more crude, and obtained
three factors. Eysenck (1970) identified the first dimension with emotionality, and
the other two with introversion—extraversion.

After Spearman’s (1904) epoch-making study of mental ability, in which he dis-
covered general intelligence and introduced an embryonic form of factor analysis,
similar techniques were used under his supervision to analyse character. Webb
(1915) collected detailed ratings of mental qualities on 194 students at a teacher
training college and 140 younger schoolboys. The individual rating items were
collected under the headings of intellect, emotions, sociality, activity, and self
qualities. Webb used such statistical techniques as were available to deduce that,
after general intelligence had been extracted, a second general factor of charac-
ter could be identified. This second factor was called ‘persistence of motives’ or
‘will’. There are many aspects of Webb’s study which make it a good source of data:
the subject sample was large, the ratings were performed consistently, by more
than one rater, for each subject over an extended period of time, and the range of
personality qualities assessed was broad. As a result, it has been re-analysed at in-
tervals since its publication: these re-analyses are documented by Eysenck (1970).
A comprehensive re-analysis showed that five or six factors existed in Webb’s data,
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and trait researchers consider them to be very similar to modern dimensions of
personality (Deary, 1996).

The beginnings of trait theory

In addition to minimally adequate statistical procedures for dealing with traits,
and some conception of where to begin to search for trait stimuli, there was a
contemporaneous theoretical development of trait psychology. In part, this theo-
retical development was driven by an awareness of the fact that trait psychology
was perforce beginning with commonsense terms in everyday use. Allport (1937)
commented that:

To use trait terms, but to use them cautiously, is, then, our lot. Nor need we fear
them simply because they bear the age-long sanction of common sense.

Carr and Kingsbury’s article from 1938 addressed many core issues of trait psy-
chology at a conceptual level. They emphasised the predictive nature of traits, i.e.,
knowing the traits of an individual was predictive of that person’s likely future
behaviour. Moreover, they articulated the notion that traits were not directly ob-
servable — traits may only be inferred from behaviour. This continues to be the
view of prominent trait theorists. For example, McCrae et al. (2000, p. 175) stated,

Traits cannot be directly observed, but rather must be inferred from patterns of
behaviour and experience that are known to be valid trait indicators.

Carr and Kingsbury emphasised the need for trait scales in order to compare
individuals on a given characteristic. They lamented the blind progress of trait
psychology and its lack of ‘principles of orientation in reference to the concept’.
This last continued to be one of the most contentious issues in the theory of
traits (Pervin, 1994). One of their closing comments is ironic when one reflects
on the pre-eminence of the dimensions of neuroticism (emotional stability) and
introversion—extraversion today,

‘We may note that abnormal and clinical psychology have evinced no interest in the
popular traits, but have developed a new set of traits that are supposed to possess
a distinctive value for their purposes. We refer to such traits as introversion and
extraversion, submission and ascendancy, emotional stability, mal-adjustment,
and integration. Perhaps a systematic psychology should likewise be concerned
with the development and study of a set of new traits that are relevant to its
purposes.

Perhaps the most comprehensive contribution to the conceptual development of
trait psychology, and of personality psychology more generally, is Allport’s (1937)
book, Personality: a Psychological Interpretation. Much of present-day trait psy-
chology may be considered as empirical footnotes to Allport’s chapters 9-12,
where he laid out the tasks for, and difficulties facing, the personality psychologist.
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Allport’s resounding ‘Resume of the Doctrine of Traits’ began with the famous
sentence,

In everyday life, no one, not even a psychologist, doubts that underlying the
conduct of a mature person there are characteristic dispositions or traits.

In addition to the common traits that are emphasised in the present book (indica-
tive of the nomothetic approach), Allport also emphasised those traits which are
more specific to individuals and that are not prone to distribute normally in the
population (indicating that an idiographic approach is necessary also). Allport’s
account of traits was able to embrace many disparate approaches. Thus, in addi-
tion to accommodating differential psychologists, his overall definition of traits
moved Murray (1938) to indicate that his ‘needs’ — identified by a depth psychol-
ogy approach using biographical interviews and projective tests — could also be
conceptualised as traits, such as need for achievement (nAch).

Psychometric approaches to identifying personality
dimensions

Questionnaire construction and psychometrics

Contemporary views of traits are intimately related to the processes of measure-
ment and assessment necessary to identify basic personality dimensions. Typically,
the trait researcher has some hypothesis about the number and nature of the prin-
cipal dimensions, and designs a questionnaire to measure them. Subsequent work
investigates how useful a measuring device the questionnaire actually is, and mod-
ifies the questionnaire items in response to any shortcomings detected.

The initial development of a satisfactory questionnaire for measuring traits is
not easy. Care must be taken in the composition of items: they must be easily
understood and unambiguous, applicable to all respondents, and unlikely to cause
offence (see Angleitner and Wiggins, 1986). There should also be some system-
atic sampling of the various expressions of the personality trait of interest. It is
important also to check that items are not strongly contaminated by response sets
or biases, such as social desirability, yea-saying or extreme responding (see also
chapter 13). However carefully the questionnaire has been designed, it s still neces-
sary to assess its adequacy formally, by application of psychometrics, the science of
psychological measurement. Psychometrics provides statistical techniques which
tell us how good a measuring tool a particular questionnaire is, just as we might
assess the accuracy of a thermometer or balance in the physical sciences. The
sophistication of modern techniques and the number-crunching power afforded
by computers provide the contemporary researcher with powers of data analysis
far beyond those envisaged by the pioneering trait researchers. Today’s researcher
is in some danger of becoming a sorcerer’s apprentice though, as the increasing
availability of powerful statistical packages raises the risk of misapplication and
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abuse of statistics. Hence, understanding traits requires at least a rudimentary grasp
of psychometrics. In this section, we provide a brief, non-technical overview of
some of the key psychometric techniques applied to personality assessment. Of
particular concern is factor analysis, because of its use in investigations of the fun-
damental structure of personality traits. For a more detailed review of psychometric
statistics and personality measurement, Kline’s (1993, 2000) accessible books are
recommended. The reader should also note the importance of the Pearson corre-
lation coefficient (r) in psychometrics. A thorough grasp of this statistic and its
limitations is invaluable in understanding research on personality traits. Howell
(2002) and Jensen (1980) offer good introductory accounts of Pearson’s r.

Psychometrics of single scales

Any single trait scale must be satisfactory with respect to three essential criteria:
reliability, stability and validity (for more detailed accounts, see Anastasi and
Urbina, 1997; Cronbach, 1990; Jensen, 1980; and chapter 13).

Reliability. This refers to the accuracy with which the questionnaire measures a
given quality. At this stage, we are not committing ourselves to specifying what that
quality actually is. Reliability may be assessed by administering two alternative
measures of the trait to a sample of subjects, and computing the correlation between
them. If the correlation is high, the quality can be assessed consistently and the scale
is reliable or internally consistent. If not, the two supposedly equivalent forms are
not assessing the same quality, the scale is unreliable, and the items must be revised.
The Cronbach alpha statistic is a widely used measure of reliability calculated from
a single set of test items. It is, in effect, the correlation of the test with itself. In
general, alpha tends to increase both as inter-item correlation increases, and as the
number of items on the test increases.

Stability. Reliability should be distinguished from stability, which is the test—
retest correlation of the scale over a given time interval. Personality is expected to
change slowly as the person grows older, but it is expected that stabilities of trait
measures will be fairly high over periods of a year or more. If we have a scale that
is reliable, but has a low test-retest correlation, we may be assessing a mood or
some other transient quality of the person, rather than a genuine trait.

Validity. The third essential quality for a personality questionnaire is validity: it
must be shown that the measure actually does assess what it purports to assess. A
scale may be reliable but not valid. For example, a fortune teller might use a highly
consistent method for inferring a person’s future from the lines on their palm, but
the consistency of the technique would be no guarantee that the fortune teller’s
predictions were accurate. The most straightforward and convincing method for
assessing validity is referred to as criterion or predictive validity. The trait measure
is correlated with some independent index of a quality associated with the trait, as in
the studies listed in table 1.2. Other external criteria frequently used in personality
research include measures of job performance and behaviour, psychophysiological
functioning and clinical abnormality. Establishing predictive validity is important
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in the early part of questionnaire development and in applied settings. However,
the ultimate goal of theory-driven trait research is to establish construct validity.
The essence of construct validity is that correlations between the trait and external
criteria are predicted in advance from an adequate scientific theory, rather than
from common sense or a superficial analysis of trait characteristics. For example,
we could use a psychobiological theory of personality to predict how a particular
trait should correlate with measures of autonomic functioning, such as heart rate.
Construct validity arises out of the total web of empirical data and theoretical
analysis which builds up around a trait, sometimes referred to as its nomological
network (Eysenck, 1981). The difficulties of construct validity are those of es-
tablishing scientific truth. Even ‘good’ theories are never fully satisfactory, and
require periodic modification of hypotheses and concepts as new research findings
are obtained (see Lakatos, 1976). Hence, construct validity is always somewhat
provisional, and may be reduced or enhanced by fresh research. There are various
other forms of validity, but they are of less importance than predictive and construct
validity.

Psychometrics of multiple traits: factor analysis

The methods just described may be used to obtain a satisfactory scale for measur-
ing a single trait, such as extraversion or agreeableness. However, we cannot arrive
at a satisfactory model of personality simply by accumulating different traits. In-
evitably, some of the traits will be positively correlated, and it will be uncertain
whether the traits concerned are genuinely distinct, or simply different aspects of
some unitary trait. The technique most widely used for the simultaneous identifica-
tion of multiple traits is factor analysis, described in more detail by Gorsuch (1983)
and, in a text for beginners, by Kline (1994). The input to a factor analysis is the
matrix representing all possible correlations between the various items making up
a questionnaire or questionnaires. The aim is to simplify the correlation matrix, by
identifying one or more underlying dimensions or factors which account for most
of the variation in individuals’ item scores. Factors are defined by the individual
items which correlate with or ‘load’ on them.

Let us look at an example of a simple factor-analysis, using trait data taken from
a study by Matthews and Oddy (1993). One thousand and ten people working in
British business occupations rated themselves on a set of personality-descriptive
adjectives. Table 1.3 shows the correlation matrix for ratings on twelve of these
adjectives, divided into three sets. Each set of four adjectives was thought to re-
late to a different broad personality trait: Conscientiousness, Agreeableness and
Intellectance (self-rated intelligence and intellectual interest). The pattern of cor-
relations seems to accord with this expectation. For example, correlations between
the four conscientiousness items are moderately large, ranging from 0.35 to 0.54.
Correlations between the conscientiousness items and the other adjectives are
considerably smaller, ranging from 0.01 to 0.25. That is, if a person is hardwork-
ing, it is likely that they are also industrious, conscientious and meticulous, but we
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Table 1.3 Correlations between trait descriptive adjectives thought to relate to conscientiousness,
agreeableness and intellectance (n=1,010)
Trait adjective 1 2 3 4 5 6 7 8 9 10 11 12
1 Hardworking 1.00
2 Industrious 0.54 1.00
3 Conscientious 047 047 1.00
4 Meticulous 0.38 0.35 041 1.00
5 Compassionate 024 0.12 021 0.16 1.00
6 Tender-hearted 0.16 0.06 0.17 0.14 0.59 1.00
7 Loving 021 0.12 0.19 0.15 042 0.51 1.00
8 Mild 0.08 0.01 0.10 0.14 0.24 040 0.25 1.00
9 Brainy 0.15 020 0.12 0.12 0.08 0.09 0.10 —0.06 1.00
10 Knowledgeable 0.19 0.25 0.18 0.12 0.05 0.01 0.07 0.01 045 1.00
11 Wise 022 021 025 022 0.14 0.13 0.15 0.07 0.38 0.38 1.00
12 Intelligent 0.14 021 0.17 0.09 0.03 -0.00 0.10 -0.13 0.62 048 039 1.00

Source Matthews and Oddy, 1993

cannot predict whether they will also be agreeable or intellectual. Intuitively, we
might say that there is an underlying dimension of conscientiousness, associated
with all four related adjectives, together with distinct dimensions of agreeable-
ness and intellectance. Factor analysis aims to show whether such intuitions are
actually in agreement with the data, by re-describing the data in terms of hypothet-
ical underlying constructs or factors. Its end-point is a listing of the correlations
between each factor and each of the initial variables. Hence, if there is a ‘conscien-
tiousness’ factor it should correlate with each of the four conscientiousness items,
but it should be largely uncorrelated with the remaining items.

Table 1.4 shows the factor matrix obtained following extraction of three fac-
tors. The first factor is defined mainly by the intellectance items, the second by
the conscientiousness items, and the third by the agreeableness items. We can
now describe individuals’ personalities in terms of three dimensions rather than
twelve. (For the knowledgeable reader, we have run a principal components analy-
sis, followed by varimax rotation. Note that there is a technical difference between
“factor analysis’ and ‘principal components analysis’, which is not important in the
present context.) Techniques exist for calculating factor scores that would describe
any individual’s intellectance, conscientiousness and agreeableness. Together, the
three factors explain 59% of the variance in the original correlation matrix. This
considerable gain in economy of description is bought at a moderate cost in loss
of information about individual item responses. The assumption of factor anal-
ysis is that the information discarded is trivial, largely error and item-specific
variance.

In a non-technical exposition of this kind, we cannot adequately explain the
actual computation of the factor matrix (see Jensen, 1980; and Kline, 1993, 1994
for more detailed but accessible accounts). In brief, there are two stages to the
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Table 1.4 Factor solution obtained from correlational data of table 1.3

Factor 1 Factor 2 Factor 3
Hardworking 0.12 0.77 0.14
Industrious 0.19 0.78 —0.03
Conscientious 0.11 0.76 0.14
Meticulous 0.05 0.68 0.13
Compassionate 0.07 0.15 0.76
Tender-hearted 0.04 0.05 0.86
Loving 0.13 0.12 0.71
Mild —0.12 0.05 0.60
Brainy 0.82 0.04 0.03
Knowledgeable 0.73 0.15 —0.02
Wise 0.62 0.21 0.15
Intelligent 0.84 0.07 —0.06

Note Factor solution obtained from principal components analysis, followed by varimax
rotation

analysis, each of which produces a factor solution. The second-stage solution
(shown in table 1.4) is usually preferred to the first-stage solution (not shown).
At the first stage, the general principle is that the first factor extracted explains as
much of the variation in data as possible. For the correlations shown in table 1.3,
the first factor explains 28 % of the variance. The next factor extracted then explains
as much as possible of the remaining variance: 18% in the example. Subsequent fac-
tors are extracted on the same basis, with the third factor extracted from the table 1.3
data explaining 13% of the variance. In personality research, the principle of grab-
bing as much variance as possible for each successive factor does not usually
give psychologically meaningful results. (The position is different in research on
ability tests, where the first factor is typically an approximation to g or general
intelligence.) The second stage of the analysis capitalises on the fact that there
is an infinite number of mathematically equivalent factor matrices which may be
extracted from a given correlation matrix. We can recompute the factor matrix to
explain exactly the same amount of variance using different values for the factor
loadings. This re-computation is referred to as rotation, because it can be illus-
trated geometrically (e.g., Kline, 1993, chapter 8). The principle used to guide
rotation is that of simple structure, the assumption that the most meaningful factor
solution is the one for which factor interpretation is most clearcut. The various
methods of rotation aim to maximise the number of loadings which are either 1.0
or 0.0, so we can say unequivocally whether or not a given variable is associated
with a given factor. The factor matrix shown in table 1.4 has been rotated, and
approximates to simple structure: large loadings are all 0.60 or more, whereas
small loadings do not exceed 0.21. Rotation re-assigns variance across factors
more evenly: the three factors shown in table 1.4 explain 20%, 20% and 19% of
the variance, respectively.
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Limitations of factor analysis

No factor analysis should ever be accepted uncritically. Three questions should
always be asked. The first is whether the data are actually suitable for factor
analysis. Since the technique is based on Pearson correlation, its validity depends
on whether the original correlations are satisfactory. For example, correlation does
not represent non-linear relationships validly, and correlations will be reduced if
measures are unreliable or if the range of variable scores is restricted (Jensen,
1980). It is important that there are sufficient items which relate to or ‘mark’ each
hypothesised personality dimension. Factor analysis also requires large sample
sizes, particularly when there are many items and when loadings of items on
factors are expected to be small.

The second question is how much the results depend on the particular methods
of analysis used. Factor analysis should really be seen as a family of related
techniques, and the exact choice of method may profoundly influence the eventual
solution. In the example of factor analysis described previously, the ‘orthogonal’
rotation that was used forced the factors to be independent, that is, uncorrelated.
However, we could also have chosen an ‘oblique’ rotation that allowed the factors
to be correlated if that gave better simple structure. Another key choice is the
number of factors extracted (Zwick and Velicer, 1986). There is a number of rules
for deciding how many factors should be extracted from a set of items, but none
is definitive.

The third, and most difficult, question is what the results actually mean. Critics
of factor analysis point out that the mathematical equivalence of alternative factor
solutions make all of them suspect. This criticism is probably overstated. As we
shall see, use of the simple structure criterion for rotation has led to real progress
in identifying scientifically useful personality measures. The essential point is that
factor analysis does no more than indicate structural relationships among sets of
variables. Construct validity must be established for factorial dimensions just as
it must for single scales, by relating factorial measures to external criteria, and
developing a testable scientific theory.

Further techniques of factor analysis

The techniques discussed so far are exploratory: the researcher relies on simple
structure or some other theory-neutral, empirical criterion to determine the even-
tual factor solution rather than any hypothesised target solution. Thus, exploratory
factor analysis can only suggest hypotheses. A newer approach, confirmatory fac-
tor analysis (Joreskog, 1973), allows hypothesis testing, because the pattern of
factor loadings for a given set of items tested on a subject sample is specified
in advance. The factor analysis calculates the factor solution which is closest to
the hypothesised factor matrix, and computes the goodness of fit between actual
and hypothesised matrices. The researcher can then gauge whether or not the data
provide an acceptable fit to the initial hypothesis. Confirmatory factor analysis
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is part of a larger group of techniques known as structural modelling (Bentler,
1995; Byrne, 2000). The researcher may specify any set of relationships between
directly observed variables, and unmeasured or latent factors, and test whether the
hypothetical model fits the data. Unlike conventional factor analysis, structural
modelling may formally test for fit among competing models, so it is particularly
useful for establishing construct validity.

If the investigator chooses an oblique rotation, which allows derived personality
factors to be correlated, an intriguing possibility arises. If the factors are in fact
correlated, we can run a further factor analysis of the correlations between the
factors themselves. This second factor analysis will then identify second-order
or secondary factors. For example, in cognitive ability research the initial factor
analysis of test scores often gives us a set of ‘primary’ abilities, such as ver-
bal, mathematical and spatial abilities, which are all positively intercorrelated.
Factoring the correlations between these somewhat specific abilities then defines
broader, higher-order ability factors, such as general intelligence or g. Similarly, in
personality research, we may obtain secondary, or broader, personality factors by
factoring correlated primary, or narrower, personality trait measures. In the next
section of this chapter, we review attempts to establish a comprehensive set of
primary trait dimensions, which could be used to provide a detailed description of
an individual’s personality. In the following section, we look at efforts to describe
personality in terms of secondary traits such as extraversion and neuroticism.

Primary factors of personality: the 16PF and other
questionnaires

The Sixteen Personality Factor Questionnaire (16PF)

Discussion of primary traits must begin with the work of Raymond B. Cattell.
The Cattellian project is one of the most ambitious ever undertaken in psychology.
It seeks to explain individual differences in every area of life from psychome-
trically sound measures of ability, motivation, personality and mood. Massive
quantities of data have been generated by this enterprise (see, e.g., Cattell, 1971;
Cattell and Kline, 1977), along with several widely used questionnaires and
tests. Cattell (e.g., 1946) began his personality research with the lexicon of trait-
descriptive words, but shifted the main focus of his work to questionnaire items
early in his research career. He eventually identified twenty-three fundamental
primary factors, one of which is an ability factor, general intelligence. The sixteen
most robust of these dimensions are measured by the Sixteen Personality Factor
Questionnaire (16PF: Cattell, Eber and Tatsuoka, 1970), which has been exten-
sively used in research and applied settings over several decades. Cattell et al.’s
(1970) version of the 16PF became a standard personality measure, but attracted
a number of psychometric criticisms. Internal consistencies of some of the scales
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were low, and several investigators (e.g., Barrett and Kline, 1982; Matthews, 1989)
were unable to recover the Cattellian primary factors from factor analysis of
the 16PF.

The latest version of the 16PF, the 16PF5 (Conn and Ricke, 1994), features
improved internal consistency, with a mean Cronbach alpha for the sixteen scales
of 0.74, although some alphas remain relatively modest (less than 0.70). However,
internal consistency may have been increased at the cost of loss of comparability
with previous 16PF versions. 51 per cent of the 16PF5 items are new or substan-
tially revised, and correlations between equivalent scales on the 16PF5 and the
previous version of the 16PF (Cattell et al., 1970) are small or modest in most
cases (less than 0.6 for eleven scales, and less than 0.4 for four scales). The 16PF
has a hierarchical factor structure, such that secondary factors may be derived
from the intercorrelations of the sixteen primary factors (Chernyshenko, Stark
and Chan, 2001). As we shall see subsequently, there is some correspondence be-
tween the 16PF secondaries and the personality factors of the five factor model,
sometimes called the Big Five. Table 1.5 provides descriptions of the 16PF scales,
together with examples of historical and literary figures who exemplify the qual-
ities assessed. These should not be taken too seriously, in the absence of actual
questionnaire data. The table also gives 16PF5 alpha coefficients. Note that in this
and subsequent tables we adopt the common convention of omitting the decimal
point from reliability and correlation coefficients.

Extensive evidence on the predictive validity of the various versions of the 16PF
has been obtained. We provide two examples here. Barton, Dielman and Cattell
(1971) found significant correlations between several 16PF primary scales and
achievement in various school subjects. The high achiever at this level of educa-
tion is outgoing (A+), conscientious (G+), venturesome (H+), self-assured (O-),
and self-controlled (Q3+). None of the personality traits predicts achievement
as much as intelligence (B) does, but other, similar research (Cattell and Butcher,
1968) shows that personality predicts achievement even when intelligence is statis-
tically controlled. Figure 1.2 shows mean levels of the traits for three occupational
groups, which differ as we might expect. Note the social reserve of physicists
(low A and H), the high sensitivity (I) and imaginativeness (M) of artists, and the
calmness of airline hostesses (high C, low Q4). A large study of the 16PF5 among
Church of England clergy showed that, within this occupational group, many of
the usual gender differences were reversed: female clergy were less outgoing (A),
more emotionally stable (C), more dominant (E), less rule-conscious (G), less
emotionally sensitive (I), less apprehensive (O), and more open to change (Q1)
(Musson, 2001). The 16PF is also useful for discriminating various clinical groups
from one another and from normal subjects.

Although the 16PF has good predictive validity, doubts remain about the con-
struct validity of the 16PF scales. Cattell (1973) provides detailed descriptions
of qualities associated with the scales, which include references to experimental
and psychophysiological data. However, there has been little attempt to use this
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Table 1.5 The fifteen personadlity traits assessed by the 16PF, with examples of famous individuals

exemplifying the traits, and 16PF5 alpha coefficients

Trait descriptions

Famous individuals

Trait High Low High Low Alpha

A Outgoing Reserved Falstaff Greta Garbo 69
Warmhearted Detached

C Unemotional Emotional Washington Hamlet 78
Calm Changeable

E Assertive Humble Genghis Khan Jesus 66
Dominant Cooperative

F Cheerful Sober Groucho Marx Clint Eastwood 72
Lively Taciturn

G Conscientious Expedient Mother Teresa Casanova 75
Persistent Undisciplined

H Venturesome Shy Columbus Sylvia Plath 85
Socially bold Retiring

1 Tough-minded Tender-minded James Bond Robert Burns 77
Self-reliant Sensitive

L Suspicious Trusting De Gaulle Pollyanna 74
Sceptical Accepting

M Imaginative Practical Van Gogh Henry Ford 74
Bohemian Conventional

N Shrewd Forthright Machiavelli Joan of Arc 75
Discreet Straightforward

o Guilt-prone Resilient Dostoevsky Stalin 78
Worrying Self-assured

Q1 Radical Conservative Karl Marx Queen Victoria 64
Experimental Traditional

Q2 Self-sufficient Group-dependent Copernicus Marilyn Monroe 78
Resourceful Affiliative

Q3 Controlled Undisciplined Margaret Thatcher Mick Jagger 71
Compulsive Lax

Q4 Tense Relaxed Macbeth Buddha 76
Driven Tranquil

Note Dimension B (Intelligence) is omitted. Examples of famous individuals are partly taken from Cattell

(1973)

Sources Cattell, 1973; Conn and Rieke, 1994

descriptive information on scale correlates to derive detailed, testable hypotheses
concerning the nature of the psychological constructs associated with the scales.
Cattell’s (1983) favoured theoretical approach is the construction of linear equa-
tions which predict behaviour from individual difference measures. However, most
psychologists would see this approach as essentially descriptive; the nature of the
constructs linked to behaviour remains obscure.
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Figure 1.2 Mean scores obtained on the 16PF by three occupational groups
Source Cattell and Kline, 1977

Other systems of primary factors

Several other questionnaires attempt to assess primary traits comprehensively but
most suffer from deficiencies more serious than those of the 16PF (see Kline, 1993,
for a review). Perhaps the most popular is the California Psychological Inventory
(CPI: Gough, 1987; Gough and Bradley, 1996) which assesses eighteen traits with
moderately good reliability, and is widely used in industry. However, development
of the CPI made no reference to factor analysis. Instead, the method of criterion-
keying was used: items were chosen on the basis of their ability to discriminate
criterion groups. This method has the serious disadvantage that scales may not
correspond to those obtained by factor analysis, and, in the absence of systematic
experimental studies, construct validity is lacking (see Kline, 1993). A more recent
questionnaire is the Occupational Personality Questionnaire (Saville et al., 1984),
which measures thirty-one traits relevant to personnel recruitment and selection,
career development and training. Reliability of the scales is good, although, like
the CPI, the thirty-one-trait model is not explicitly based on factor analysis. A
recent re-analysis of the OPQ standardisation data (Matthews and Stanton, 1994)
concluded that only about twenty dimensions could be identified through factor
analysis of the items, although correspondences between these dimensions and the
traits hypothesised by Saville et al. (1984) were good. There is also encouraging
evidence for the validity of the OPQ traits (Saville et al., 1996).

Higher-order factors: the ‘Big Five’ or the ‘Gigantic
Three”?

In this section we describe two prominent personality schemes which
advocate the usefulness of higher-order secondary factors, describing personality



22

The nature of personality traits

Table 1.6 Traits associated with the three dimensions of Eysenck’s model
of personality

Neuroticism Anxious, depressed, guilt feelings, low self-esteem, tense,
irrational, shy, moody, emotional

Extraversion Sociable, lively, active, assertive, sensation seeking, carefree,
dominant, surgent, venturesome

Psychoticism Aggressive, cold, egocentric, impersonal, impulsive, antisocial,
unempathetic, creative, tough-minded

in broad, abstract terms. Within these schemes each dimension may be assumed to
be significantly related to hundreds of basic trait terms. The proper identification
of such higher-order factors, their validation, the discovery of their origins, and
the demonstration of their value in predicting behaviour are the chief goals of trait
researchers.

H. J. Eysenck’s three factor model

According to the personality theory of Eysenck (1967, 1997), there are three broad
personality factors, named neuroticism, extraversion—introversion, and psychoti-
cism. These factors are assessed using a self-report questionnaire in which the
testee is required to answer ‘yes’ or ‘no’ to a number of questions. The question-
naire has evolved through several different versions, culminating in the Eysenck
Personality Questionnaire-Revised (EPQ-R: Eysenck and Eysenck, 1991). The
EPQ-R, like some of its predecessors, also contains a ‘Lie scale’ intended to
measure subjects’ tendencies to ‘fake good’ when completing the questionnaire.
Although Eysenck’s higher-order dimensions are intended to be statistically un-
correlated, there are slight positive correlations, especially among male subjects,
between psychoticism and the other two scales (Eysenck and Eysenck, 1991). The
distribution of neuroticism and extraversion scores in the population approximates
to a normal curve, whereas psychoticism scores are markedly skewed towards low
scores.

Some of the lower-level traits captured by Eysenck’s three dimensions are shown
in table 1.6. Eysenck and Eysenck (1991) describe the typical extravert — a high
scorer on the introversion-extraversion scale — as someone who is sociable, craves
excitement, takes chances, is fond of practical jokes, is not always reliable, and can
at times lose his temper. Their characterisation of the typical introvert is someone
who is quiet and retiring, is fond of books rather than people, is serious, keeps
feelings under close control, is reliable and has high ethical standards. The high
neuroticism (N) scorer is someone who tends towards anxiety and depression,
worries, has bad sleep and psychosomatic disorders, allows emotions to affect
judgement, and is preoccupied with things that might go wrong. Unlike the high
neuroticism scorer, the low N scorer recovers quickly after an emotionally upsetting
experience and is generally calm and unworried.
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A high scorer on psychoticism, according to Eysenck and Eysenck (1991), is
solitary, often troublesome, sometimes cruel, unempathic, aggressive, and has un-
usual tastes. This dimension overlaps with concepts such as schizoid and antisocial
personality disorders within the psychiatric sphere. However, Eysenck emphasises
that both neuroticism and psychoticism are normal personality traits, even though
these might predispose to neurotic and psychotic disorders, respectively, in a
very few individuals. Because of the obvious pejorative connotations of neuroti-
cism and psychoticism, Eysenck has suggested that these might be replaced with
emotionality and tough-mindedness versus superego control, respectively. Given
Eysenck’s long-standing antipathy towards psychoanalysis it is ironic to see that
his scheme contains a term partly attributable to Jung (introversion—extraversion)
and a Freudian term (superego).

Eysenck (1993) emphasised that it is the nomological network in which a di-
mension is embedded that provides its validity. This network must specify the
psychometric properties of the dimension, but also its biological and psychophys-
iological bases, its cultural invariance, its relationship to social behaviour and
illness, and its role in psychological research. Amongst Eysenck’s substantial con-
tributions to personality research was his formulation of theories of the biological
bases of his personality dimensions (Eysenck, 1967). The assumption that phe-
notypic personality traits are linked to biological processes moulded by natural
selection can also be found in the schemes of Cloninger (1987) and Zuckerman
(1991). The degree to which these theories have stood up to empirical testing will
be the subject of a later chapter.

Costa and McCrae’s five factor model

So much recent consensus has been achieved about a possible five factor model
for personality that researchers sometimes use the term, ‘The Big Five’ (De Raad,
2000). However, it would be more appropriate to speak of the big fives, since there
is no single set of identical dimensions agreed upon by all researchers (De Raad
and Perugini, 2002). In this sub-section we shall describe the five dimensional
model of Costa and McCrae. We justify this on the basis of the huge amount of
empirical research that has been done by Costa and McCrae and others in an effort
to integrate their five factors with many other personality schemes (O’Connor,
2002). Secondly, their model forms the basis of a widely used measurement scale,
the NEO-Personality Inventory-Revised (NEO-PI-R: Costa and McCrae, 1992a),
developed from earlier questionnaires.

The NEO-PI-R is made up of 240 questions, forty-eight for each of the five
dimensions or ‘domains’. The response to each question is made on a five-point
scale from ‘strongly agree’ to ‘strongly disagree’. Each dimension is composed of
six facets —lower-level traits —each of which is assessed by eight questions. The five
broad dimensions are called Neuroticism, Extraversion, Openness, Agreeableness
and Conscientiousness (N, E, O, A and C). Table 1.7 lists the facets that make up
each of these broad domains.
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Table 1.7 Trait facets associated with the five domains of the Costa and McCrae
five factor model of personality

Neuroticism Anxiety, angry hostility, depression, self-consciousness,
impulsiveness, vulnerability

Extraversion Warmth, gregariousness, assertiveness, activity, excitement
seeking, positive emotions

Openness Fantasy, aesthetics, feelings, actions, ideas, values

Agreeableness Trust, straightforwardness, altruism, compliance, modesty,

tender-mindedness
Conscientiousness Competence, order, dutifulness, achievement striving,
self-discipline, deliberation

The development of the five factor model of Costa and McCrae has been driven
partly by rational and partly by statistical concerns. From a wide range of per-
sonality researchers’ results they have decided upon the domains they wished to
measure and then constructed scales to assess them, which are then subjected to
factor analysis. Block’s (1995) view was that N and E arose from Cattellian anal-
yses, O was built up from embryonic status, and C and A were ‘grafted’ on in
view of results from lexical approaches to personality (De Raad, 2000). He be-
lieves that the creation of facet scales required ‘intelligent arbitrariness’. Costa and
McCrae (1992a) sought to convince others that there was considerable agreement
among many seemingly different personality schemes, by correlating their scales
with those from many other well-known personality instruments. About half of
the common variance in most personality inventories can be accounted for by the
five factor model, and the factor structures of almost all personality inventories can
be reproduced from knowing their associations with the five factors (O’Connor,
2002). This indicates that the five factor model might be a comprehensive account
of human personality differences. Unlike Eysenck’s dimensions, the domains of
Costa and McCrae were not explicitly related to psychiatric concepts and had
no prior bases in biological theory. Howeyver, the five factors have recently been
viewed as genetically influenced, universal aspects of human nature, which pro-
motes them from mere descriptions of phenotype to expressions of genotypes.
McCrae et al. (2000) stated that, ‘personality traits are more expressions of human
biology than products of life experience’.

Personality inventories are not personality theories. Questionnaires are revised
typically every five to ten years, if at all. The details of personality theory are in
principle subject to alteration as every new relevant research report is produced,
although major theoretical propositions are more enduring. Therefore, the tests
outlined above should be considered as the best attempts to date to capture the
three and five factor models, respectively; they should not be treated as being
equivalent to the theoretical dimensions themselves. It will be the task of the
remainder of the book to arrive at a conclusion about the status of current theories
concerning the most important dimensions of personality.
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Current conceptions of personality structure

The differences between the three and five factor models is probably the
most significant disagreement in trait psychology. This may appear surprising, for
the sixteen factor model of Cattell, for instance, appears at first sight to offer a
larger chasm for the sceptic to peer into. In this section we shall demonstrate that
important differences between the many, superficially very different, personality
schemes are often more apparent than real. An appreciation of the irreducible
consistency that can be found in psychometric personality research rests on various
types of evidence, a summary of which will be presented below.

Any attempt at an overview must be clear about which level of traits is being
assessed. We shall focus mostly on the highest level of secondary traits and com-
pare the three and five factor models. The sixteen Cattellian dimensions are not
relevant to such discussions, because they represent correlated, primary-level traits
which can be reduced to a smaller number of orthogonal higher-order dimensions
(Chernyshenko et al., 2001). Narrower trait concepts, such as the Type A person-
ality do not profess to cover the main areas of human inter-individual differences
and make no attempt to give a broad-based conception of personality. In addition,
we shall see that narrow traits are often closely correlated with dimensions from
more inclusive personality theories.

Why has the five factor model achieved such prominence, and why did Costa
and McCrae (1993) state:

The five factor model has provided a unified framework for trait research; it
is the Christmas tree on which the findings of stability, heritability, consensual
validation, cross-cultural invariance and predictive utility are hung like ornaments.

And why did De Raad and Perugini (2002) state:

The Big Five model has aquired the status of a reference model . . . its five main
constructs capture so much of the subject matter of personality psychology.

The answer is that similar five factor solutions to the problem of personality
have arrived from a number of disparate sources.

The consensus from the lexical approach

The first source is the ‘lexical approach’ which has sought to find the clusters
of personality descriptors that exist in natural language. A detailed history of
the lexical approach to personality is given by De Raad (2000) and Saucier and
Goldberg (2001). The key premises of the lexical approach were enumerated by
Saucier and Goldberg (2001).

1 Personality language refers to phenotypes and not genotypes.
2 Important phenotypic attributes become encoded in the natural language.



26

The nature of personality traits

3 The degree of representation of an attribute in language has some correspondence
with the general importance of the attribute.

4 The lexical perspective provides an unusually strong rationale for the selection of
variables in personality research. Heavily used predicates in the natural language
are a powerful indicator of salient psychological phenomena.

5 Person-description and the sedimentation of important differences in language
both work primarily through the adjective function.

6 The structure of person-descriptions in phrases and sentences is closely related
to that based on single words.

7 The science of personality differs from other disciplines in ways that make
the lexical perspective particularly germane in this scientific context, yet not in
others.

8 The most important dimensions in aggregated personality judgements are the
most invariant and universal dimensions — those that replicate across samples
of targets, targets of description, and variations in analytic procedures, as well
as across languages.

In a landmark series of studies, Tupes and Christal (1961; reprinted 1992) anal-
ysed the correlational patterns of trait terms in eight different samples of subjects
and found five robust factors, which were little affected by differences in sam-
ples, situations, raters, and the extent of the rater’s knowledge of the subject being
rated. An earlier re-analysis of Cattell’s rating data using personality trait terms
(Fiske, 1949) found five factors, a conclusion confirmed by more recent re-analyses
(Digman and Takemoto-Chock, 1981). Norman (1963) showed that five similar
factors could be recovered from personality ratings made by the subject’s peers.
Table 1.8 summarises correspondences between the Costa and McCrae dimen-
sional scheme, and studies of trait term ratings. As we shall see in chapter 2, five
similar factors have been identified in studies of trait ratings in languages other
than English, such as Italian, Polish and Hungarian (Ostendorf and Angleitner,
1994). The most comprehensive recent experimental studies have been conducted
by Goldberg (1990, 1993; Saucier and Goldberg, 2001), who stated that:

itnow seems reasonable to conclude that analyses of any reasonably large samples
of English trait adjectives in either self- or peer descriptions will elicit a variant
of the Big Five factor structure, and therefore that virtually all such terms can be
represented within this model. In other words, trait adjectives can be viewed as
blends of five major features, features that relate in a gross way to Power, Love,
Work, Affect, and Intellect. (Goldberg, 1990)

There is even quite good replication of lower level aspects of personality between
German and English adjectives (Saucier and Ostendorf, 1999). Large samples were
used to classify 500 adjectives in each language by Big Five domains. These were
then factor-analysed within domains and the correspondences of the words checked
by bilingual raters. The following groups of subcomponents replicated across
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the two languages: adventurous, sociable, unrestrained, assertive; warm, gentle,
modest, generous; non-irritable, non-secure, non-emotional; creative, intellectual,
perceptive; industrious, decisive, orderly, reliable.

Saucier and Goldberg (2001) described lexical approaches to personality struc-
ture as emic; that is, the research progresses by using the native descriptors found
in each language. The other approach — etic — imports (via translations) structures
embedded in personality questionnaires from another language, usually English.
They found that a ‘big three’ of agreeableness, extraversion and conscientious-
ness emerged from a larger range of languages than did a ‘big five’ that regularly
emerged in Anglo-Germanic studies. They make a strong case for investigating
further the greater cultural variability of emic-derived traits as compared with etic-
derived traits, such as those based on translations of the NEO-PI-R (McCrae and
Costa, 1997). Perugini and Di Blas (2002) used a combination of etic and emic
methods in an Italian setting and provide an interesting discussion as to why etic
rather than emic methods tend more neatly to replicate the five factors in different
cultures.

Finally, factors resembling the Big Five were recovered from the pioneering
study of Webb (1915), described earlier. Deary (1996) extracted six factors from
Webb’s data, which are shown in table 1.9. Five relate to personality, and one
to intelligence. The marked degree of correspondence between this solution and
present-day schemes was endorsed by independent experts in personality trait
research. Webb deserves recognition for providing the first data set to contain
factors close to contemporary dimensions, even if he was unable to extract them.

For those interested in obtaining items used in the lexical model of personal-
ity, Goldberg has developed public domain adjective scales to measure the five
lexical personality factors. In addition, his team provided public domain person-
ality items to assess the five factors in the ‘international personality item pool’
(http://www.ipip.ori.org/ipip/; Goldberg, 1999).

The consensus from questionnaire studies

The second source of data supportive of a consensual five factor model of per-
sonality traits is studies which compare more than one questionnaire or person-
ality model on the same subject sample. Joint factor analyses of two or more
questionnaires have clarified the confusion arising from the very large number of
available personality tests with some success. The five factor model quite com-
prehensively captures the variance shared by different theory-based personality
questionnaires (O’Connor, 2002). It is easiest to summarise this large body of re-
search with reference to the Costa and McCrae five factor model as encapsulated
in the NEO-PI-R. The NEO-PI-R manual shows the impressive correspondences
between the domains and facets of the five factor model and factors from the
Guildford-Zimmerman Temperament Survey, the Minnesota Multiphasic Person-
ality Inventory, the Revised California Personality Inventory, and other question-
naires too numerous to list. The five Costa and McCrae factors also appear to be
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Table 1.9 A new factor analysis of Webb's (1915) trait rating data

Factor 1 (Will?)

Desire to impose his will on other people (as opposed to tolerance)
Offensive manifestation of self-esteem (superciliousness)
Eagerness for admiration

Readiness to become angry

Esteem of himself as a whole

Belief in his own powers

Occasional liability to extreme anger

Factor 2 (Extraversion?)

Degree of bodily activity in pursuit of pleasures (games, etc.)
Extent of mental work bestowed upon pleasures (games, etc.)
Degree of corporate spirit (in whatever body interest is taken)
Fondness for large social gatherings

Wideness of his influence

Desire to be liked by his associates

Factor 3 (Conscientiousness?)

Degree to which he works with distant objects in view (as opposed to living from ‘hand to mouth’)
Extent of mental work bestowed upon usual studies

Conscientiousness (keenness of interest in the goodness and wickedness of actions)

Interest in religious beliefs and ceremonies (regardless of denomination)

Pure-mindedness (extent to which he shuns telling or hearing stories of immoral meaning)
Trustworthiness (keeping his word or engagement, performing his duty)

Factor 4 (Agreeableness?)

Desire to be liked by his associates

Readiness to accept the sentiments of his associates
Impulsive kindness

Readiness to recover from anger

Factor 5 (Intelligence?)

Quickness of apprehension

Originality of ideas

Degree of sense of humour

Profoundness of apprehension

Intensity of his influence on his special intimates

Wideness of his influence (i.e., the extent to which he makes his influence felt among any of his fellows

whenever he speaks or acts)

Factor 6 (Low neuroticism?)
(—) Occasional liability to extreme depression
General tendency to be cheerful (as opposed to being depressed and low-spirited)

(—) Tendency to quick oscillation between cheerfulness and depression (as opposed to permanence of mood)

Degree of bodily activity during business hours
Tendency not to abandon tasks in the face of obstacles

Note Items within a factor are given in order of strength of loading, with the most influential items first.

Those preceded by a (—) are negatively loaded on the factor, i.e., the opposite of that quality relates to the factor.
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broadly compatible with factors from the personality models of Cattell, Comrey
and Eysenck (Noller, Law and Comrey, 1987; Boyle, 1989), Wiggins (McCrae
and Costa, 1989), Murray (Costa and McCrae, 1988), the Jungian Myers-Briggs
Type Inventory (McCrae and Costa, 1989) and the Occupational Personality Ques-
tionnaire (Matthews and Stanton, 1994). The NEO-PI-R’s five factor structure is
replicated in its translations into several languages (McCrae and Costa, 1997;
McCrae et al., 1998; McCrae et al., 2000).

In a very large study of Cattell’s 16PF scales, involving over 17,000 subjects,
Krug and Johns (1986) found five second-order factors: Extraversion, Neuroticism,
Tough Poise, Independence and Control. The latest version of the 16PF, the 16PF5,
explicitly allows the questionnaire to be scored for five secondary factors. Data
provided in the 16PF5 technical manual (Conn and Rieke, 1994) on correlations
between the 16PF5 and NEO-PI-R facet scales show imperfect convergence with
the Big Five. There is a fairly good correspondence between Extraversion and
Neuroticism scales, and between Control and NEO-PI-R Conscientiousness, and
moderate correlations between Tough Poise and facets of Openness (ranging from
—0.17 to —0.53). Cattell’s Independence cannot be clearly identified with any
of the NEO-PI-R five factors, and, conversely, there is no clear equivalent of
Agreeableness among the 16PF secondary factors. On the other hand, Hofer and
Eber (2002, p. 405) considered:

Global factors extracted at the second-order level of the 16PF Questionnaire are
highly similar to factors known as the Big Five.

In a comparison between the 16PF and the NEO-PI-R they found the following
large correlations (the 16PF factor is named first): Extraversion vs Introversion =
0.65; Anxiety vs Neuroticism = 0.75; Tough-mindedness vs Openness = 0.56;
Self-control vs Conscientiousness = 0.66. Independence correlated —0.42 with
Agreeableness and 0.36 with Extraversion.

In general, there is a reasonable degree of congruence between the five fac-
tor model and personality factors from a wide range of schemes devised by dif-
ferent authors with different theoretical orientations. There appear to be some
difficulties with specific instruments, such as the 16PF5. Conceivably, these are
due to sub-optimal sampling of the personality domain, leading to distorted
personality factors. Alternatively, some of the five factor model dimensions may
require revision.

Remaining doubts: psychometric and theoretical issues

Costa and McCrae (1992b) summarised the evidence for the validity of the five
factor model by stating the ‘four ways the five factors are basic’. These were:
(1) that longitudinal and cross-sectional studies have shown five robust factors
to be enduring behavioural dispositions; (2) traits associated with the five factors
emerge from different personality systems and from studies of natural language;
(3) the five factors are found in different age, sex, race and language groups; and
(4) heritability studies demonstrate some biological basis for each of the five
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factors. Since then, they have added to these with evidence, for example, of cross-
cultural similarities in the ageing trajectories of the five factors and asserted that
the five factors are a human universal, with the traits being primarily geneti-
cally influenced (McCrae and Costa, 1997; McCrae et al., 1999; McCrae et al.,
2000).

Thus, can a strong case be made for the five factor model? There is no single
five factor model. There are multiple questionnaires that have slightly different
versions of five factors, there are questionnaires with fewer and more than five
factors, and there are adjective scales with five and potentially more and fewer
factors. This book is not principally concerned with psychometric structure; its
aim is to examine the validity of some traits that achieve broad consensus, and to
explore the usefulness of the trait approach for advancing our understanding of
human personality variability. Those who wish to explore further the variety of in-
struments on offer that assess personality along five, or more, or fewer, dimensions
should consult the excellent resource provided by De Raad and Perugini (2002;
see box 1.1).

Box 1.1 Instruments for measuring the Big Five

It would take more of anyone’s lifetime than would be wise to investigate all
extant personality measurement instruments. An excellent guide to the state
of five factor model assessment, and the variations on the theme, was provided
by De Raad and Perugini (2002) in their edited book Big Five Assessment.
They open with a useful introductory essay on the five factor model, including
descriptions of the domains, applications in research and construct validity.
There follow many chapters on different ways to assess the five factors and
some others. Below, the authors of the relevant chapters are indicated, as are
the instruments to which they refer. Where the instrument is not explicitly
based on the mainstream five factor model(s), the personality trait names are
given.
Five factor assessments, mostly questionnaires, are described by,

» Saucier and Goldberg (the development of marker scales)

* Costa, McCrae and Jonsson (the NEO Personality Inventory)

 Hendriks, Hofstee and De Raad (the Five Factor Personality Inventory)

 Barbaranelli and Caprara (the Big Five Questionnaire)

e Mervielde and De Fruyt (the Hierarchical Personality Inventory for
Children)

* Trull and Widiger (the Structured Interview for the Five Factor Model of
Personality)

 Paunonen and Ashton (the nonverbal assessment of personality with NPQ
and FF-NPQ)

 Schmit, Kihm and Robie (the Global Personality Inventory)

* Tsaousis (the Traits Personality Questionnaire).
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Five factor assessments, by adjective scales, are described by,

» Wiggins and Tobst (Interpersonal Adjectives Scales; English)
« Perugini and Di Blas (Big Five Marker Scales; Italian)

» Kashiwagi (Japanese Adjectives List)

« Hill, Williams and Bassett (Adjective check list; English)

Other instruments discussed in some detail, including their relation to the
five factor model, are (with factors in parentheses) described by,

» Hogan and Hogan: The Hogan Personality Inventory (Adjustment, Ambi-

tion, Sociability, Likeability, Prudence, Intellectance, and School Success)

Jackson and Tremblay: the Six Factor Personality Questionnaire (Extraver-

sion, Agreeableness, Independence, Openness to Experience, Methodical-

ness, Industriousness)

e Zuckerman: the Zuckerman-Kuhlman Personality Questionnaire (this has

three, four, five and six factor solutions)

Hofer and Eber: Cattell Sixteen Personality Factor Questionnaire (its second

order structure is Extraversion, Anxiety, Tough-mindedness, Independence,

Self-Control)

* McNulty and Harkness: the PSY-5 scales from the Minnesota Multiphasic
Personality Inventory (Aggressiveness, Psychoticism, Disconstraint, Neu-
roticism, Introversion)

* Barrett: the Professional Personality Questionnaire (Insecurity, Conscien-
tious, Introversion, Tender-minded, Unconventional).

There are anomalies and dissenters to be considered. Psychometric criticisms
of the five factor model have focused on three issues: (1) the Big-Five-like factors
obtained by different investigators are not necessarily equivalent, (2) five broad
trait factors may be insufficient, and (3) five factors may be too many. Compara-
tive studies of different Big Five measures indicate that they are not completely
interchangeable. For example, Goldberg (1992) correlated lexically defined factors
with the NEO-PI scales, and obtained correlations between supposedly equivalent
measures ranging from 0.46 to 0.69. Although correspondence between equivalent
measures is fairly good, it is markedly lower than would normally be required for
parallel versions of a scale. The lowest correlation of 0.46 here was between lexical
and questionnaire measures of Openness, the Big Five factor which has been the
most difficult to define precisely. Openness tends also to be called intellect, culture
or imagination in lexical systems, and these are not necessarily close enough to be
considered synonymous (Digman and Takemoto-Chock, 1981). Saucier and Gold-
berg (2001) showed many deviations from a strict five factor model in different
languages, with interesting two, three (often), four, five (often) and seven factor
models in certain instances.

Zuckerman et al. (1993; Zuckerman, 2002) describe an ‘Alternate 5°, which
differs from the standard five factor model conceptually and psychometrically.
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Figure 1.3 A hierarchy of factor solutions (three, four, five and six factor analyses)
with factor score correlations across levels

Notes (N = neuroticism, Agg—Host = aggression—hostility, Emotion = emo-
tionality, P-USS = psychopathy—unsocialised sensation seeking, Imp = impul-
sivity, P-ImpUSS = psychopathy—impulsive unsocialised sensation seeking).
Source Zuckerman et al., 1991

In addition to sociability (extraversion) and neuroticism-anxiety, Zuckerman
et al. identify traits of aggression-hostility and impulsive sensation seeking, which
correspond approximately to low agreeableness and low conscientiousness respec-
tively. Zuckerman et al. also drop the openness dimension, and replace it with an
activity factor. Zuckerman et al. (1991) argued that a hierarchy of factor solutions
may be obtained, depending on the number of factors the researcher chooses to ex-
tract. Figure 1.3 shows the six, five, four and three factor solutions extracted in this
study. The three factor solution resembles the Eysenckian superfactor system, with
Sociability, N-emotion and P-ImpUSS corresponding to E, N and P respectively.
Whereas Zuckerman et al.’s (1993) work indicates some broad alignments of stan-
dard and alternate five factor models and the Eysenckian system, there are also
differences in the narrower traits which relate to corresponding dimensions. For
example, Eysenck has tended to relate some aspects of impulsivity to E and some to
P. However, as figure 1.3 shows, in Zuckerman et al.’s (1991) system impulsivity is
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a core constituent of the P-ImpUSS dimension. Zuckerman’s scales were compared
in a group of Spanish students with five factor model factors from the Goldberg
adjectives and the NEO-PI-R, and with the Eysenck factors from the EPQ-R (Aluja
et al., 2002). Again, no one factor structure could definitively be preferred above
others. A three factor solution was similar to Eysenck’s. A four factor solution, apart
from E and N, found two factors: conscientiousness+psychoticism+impulsive
sensation seeking; and agreeableness+aggression/hostility. The five factor model
added openness (a combination of openness from the NEO and intellect from
the Goldberg adjectives) to the four factor solution. Other pulls towards fewer
than five factors are that the Multidimensional Personality Questionnaire, as well
as Eysenck’s system, emphasises three higher-order personality dimensions, of
positive emotionality, negative emotionality and constraint (Patrick et al., 2002).
Some theorists have argued that five factors are too few to represent the ma-
jor dimensions of personality. Hogan (1986; Hogan and Hogan, 2002) developed
the Hogan Personality Inventory in which extraversion is replaced by two factors,
sociability and ambition (see box 1.1). In a further approach towards finding the
correct numbers of factors Brand (Brand and Egan, 1989; Brand, Egan and Deary,
1993; Brand 1994) conducted a conceptual review of a number of personality
theories and suggested that, after intelligence is considered, there are five broad
personality factors; these are Neuroticism, Energy (like Extraversion), Conscien-
tiousness, Affection and Will. Affection and Will, in this scheme, represent a slight
rotation of the Openness and Agreeableness dimensions of Costa and McCrae.
Therefore, Brand’s scheme is somewhat at odds with others in recommending that,
if intelligence is added as a personality domain, there should be six factors and not
five. This possible solution to the differences over the nature of the fifth factor is
not unlike that proposed by Digman and Takemoto-Chock (1981). Matthews and
Oddy (1993) presented factor analyses of trait ratings which support the view that
self-rated intelligence is a distinct aspect of personality. The fifth factor of the Big
Five — openness or intellect — continues to be the source of controversy; recently,
several papers devoted to the topic failed to resolve its nature (De Raad and Van
Heck, 1994). A strong case may be made for its social relevance, though (McCrae,
1996). In addition, there is evidence in various languages for a ‘big seven’ model
of personality that includes factors of positive and negative valence in addition to
factors closely resembling the standard Big Five (Almagor, Tellegen and Waller,
1995; Benet and Waller, 1995). McCrae and Costa (1995) found the two va-
lence dimensions to be related to Big Five personality factors. They conclude
that they are related to self-appraisal and social evaluation, but do not constitute
core personality traits. There is a research vogue for asking which, if any, repli-
cable factors lie beyond the Big Five. Suggestions include honesty, negative va-
lence, religiousness, machiavellianism, and so on, but all are disputed (Saucier and
Goldberg, 1998; Paunonen and Jackson, 2000; Ashton and Lee, 2002). In the spe-
cific evolutionarily important area of sexuality, seven dimensions were reported —
sexual attractiveness, relationship exclusivity, gender orientation, sexual re-
straint, erotophilic disposition, emotional investment, and sexual orientation — and
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described as ‘reapportionment of general personality variation’ (Schmitt and Buss,
2000).

Turning to theoretical criticisms, Block (1995) voiced an important worry about
the prestructuring of data sets from which five personality traits emerge. Wittingly
or unwittingly, the variables included in factor analyses might have been selected
to contain different subsets of redundant variables, which then cluster together
to ‘define’ the five factors. Support for the five factor model from lexical data
might thus result from the gathering together of five groups of synonyms related
to personality, with the exclusion of many other relevant terms. Goldberg and
Saucier (1995) pointed out that discoveries of five personality factors emerged
from data sets where no prestructuring or selection has taken place. For example,
no prestructuring can have taken place with Webb’s data set described previously
(Deary, 1996). A large study of trait terms in which prestructuring was explicitly
avoided resulted in a clear five factor model similar to that obtained in previous
studies (Saucier and Goldberg, 1996; Saucier and Ostendorf, 1999).

H. J. Eysenck (1991, 1992a) criticised the five factor models of personality. He
suggested that the criteria enumerated by Costa and McCrae for accepting the five
factor model are necessary but not sufficient for determining the important dimen-
sions of personality, although they have demonstrated that one of Eysenck’s own
instruments — the Eysenck Personality Profiler — may yield a five factor solution
(Costa and McCrae, 1995a). He argued that agreeableness and conscientiousness
are primary level traits which are both facets of his higher-order factor Psychoti-
cism, which is a possible interpretation of the three factor solution of Aluja et al.’s
(2002) data. Additionally, he suggested that Openness forms a part of Extraversion
and (low) Conscientiousness a part of Neuroticism. Eysenck further points to the
meta-analysis of factor analytic studies carried out by Royce and Powell (1983)
which he takes to indicate a three factor model similar to his own. Eysenck sug-
gests that the five factor model lacks a nomological or theoretical network and is,
therefore, arbitrary; he contrasted this with the theoretical basis of his psychoticism
dimension which has roots in mental illness phenomena.

There is a contrast between the emphasis of five factor models on a taxonomy
or descriptive scheme as the centrepiece of trait theory, and Eysenck’s avowedly
reductionistic scheme, which sees traits as expressions of partly heritable ner-
vous system variance. However, though some advocates continue to emphasise
that the five factors are assessments of phenotypes (Saucier and Goldberg, 2001),
others have taken the view that the five factors are indicators of underlying, genet-
ically influenced dispositions that are universal aspects of human nature (McCrae
et al., 2000). Similarly to Eysenck’s, the work of Zuckerman et al. (1993) and of
Cloninger (1987) was in part motivated by a desire to obtain factors which are more
closely related to psychobiological processes than are the standard five. Cloninger
(1987) discusses brain systems supporting factors of novelty seeking, harm avoid-
ance and reward dependence, as measured by his Tridimensional Personality Ques-
tionnaire. There is, in fact, much shared variance among the traits described by
Eysenck, Zuckerman and Cloninger (Zuckerman and Cloninger, 1996). Table 1.10
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Table 1.10 Correspondences between primary traits in four systems

Costa and McCrae Eysenck Zuckerman Cloninger

Extraversion Extraversion Sociability Harm avoidance

Neuroticism Neuroticism Neuroticism—anxiety Harm avoidance

Conscientiousness Psychoticism Impulsive sensation Novelty seeking
seeking

Agreeableness — Aggression—hostility Co-operativeness

Openness — — —

— — Activity —

— — — Reward dependence
— — — Self-determination
— — — Spirituality

Note A minus sign indicates that the trait is negatively related to the trait in the first
lefthand column in the row
Source Adapted from Zuckerman, 1995

shows Zuckerman’s (1995) view of the strongest inter-trait associations, together
with the correspondences between the three biologically based models and a Big
Five model. The correspondences shown are not exhaustive. For example, as pre-
viously described, Eysenck (1992a) relates Openness to Extraversion and Agree-
ableness to low Psychoticism. Ultimately, declarations by the originators as to
whether personality trait systems were conceived as indicators of biological sys-
tems or mere summaries of phenotypic variance is of little relevance to current
research. Later chapters will show that genetic, environmental and physiological
research is as much directed at one type of system as it is at the other.

Some critics have expressed serious doubts concerning not just the five fac-
tor model, but trait theory itself (Block, 1995). Pervin (1994) resurrected doubts
about whether traits could ever be explanatory, as opposed to merely descriptive
constructs, and viewed the trait approach as fundamentally flawed in addressing
personality dynamics and organisation. Doubts of this kind, and rejoinders to them,
will be considered in the next chapter. Moreover, studies of the genetic architecture
of traits, discussed in chapter 6, in part allay these concerns. For the present, we
may distinguish two strands of trait theory. Eysenck and Eysenck (1985) claim
that the surest means for demonstrating the scientific validity of traits is to verify
predictions derived explicitly from theory, through experimentation. Experimental
tests of the biologically based theory favoured by Eysenck are discussed further
in chapter 7. However, nomological networks are not obliged to be biological in
nature. A second theoretical strand is exemplified by McCrae and Costa’s (1995)
original view that traits are hypothetical psychological constructs, which are influ-
enced by biology, but are not tightly coupled to neural processes (see McCrae et
al., 2000, for an update). They emphasise the expression of traits through culturally
conditioned adaptations which relate to social-cognitive variables. In chapters 8
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and 12 we explore the possible contributions of experimental social and cognitive
research to trait theory.

We may conclude that trait psychology is in a healthy state, with signs of grow-
ing agreement on the structure of human personality. However, although some
old combatants may have signed an armistice, there remain significant conflicts
between partisans of the various perspectives described in this chapter. With this
proviso, a cautious view of the current consensus is as follows. Extraversion and
Neuroticism stimulate no detectable controversy; they are almost universally repre-
sented in psychometric personality systems. Conscientiousness and Agreeableness
are the objects of a little more doubt, and a higher-order factor such as Psychoti-
cism might challenge their status. Additionally, different systems have rotated
these dimensions slightly differently to give them altered emphases. It might be
argued that the Gigantic Three and Big Five simply reflect different levels of de-
scription, and so are not fundamentally incompatible (cf. Boyle, 1989). The most
problematic issue is the status of Openness. There is some dispute over whether
there is a distinction between dimensions of Intellect/Culture and Openness, and
whether Openness should be ranked as a ‘Big Five’ factor at all. It is unlikely that
such issues will be resolved entirely from psychometric studies. As we shall see
in subsequent chapters, the development of theories of the psychological and/or
physiological and/or social bases of traits is essential for establishing them as
scientifically useful constructs.

Conclusions

1. Trait terms abound in the everyday language of person description. People
use them to differentiate people’s styles of behaviour. Historically, thinkers
who tried logically to seek taxomomies of personal styles resorted to traits. But
there is a difference between lay and pre-science conceptions of personality
traits and a science of traits.

2. The history of the science of personality traits is contained mostly within the
twentieth century. That time saw the growth of the psychometric techniques that
support the deriving and validating of traits; the emergence of competing and
complementary approaches to personality; the survival of trait and cognitive-
behavioural approaches as the viable scientific ways to study personality; the
growth of many apparently disparate trait systems, with respect to both the num-
ber and nature of traits they contained; and the eventual converging consensus
around a relatively small number of broad personality domains.

3. To conduct and understand scientific studies of personality traits requires some
understanding of psychometrics, the statistical methods applied to scales. Cor-
relation and factor analyses are the everyday tools of the trait-oriented per-
sonality psychologist. In addition to substantive development in the content of
personality trait theories, there have been developments in psychometrics too.
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Correlation was available at the start of the twentieth century, multiple factor
analysis in the first half, and confirmatory factor analytic techniques emerged
in the later decades of the century.

4. Trait systems of personality exist at the primary and broader trait levels. Broader
traits are often called dimensions or domains. An influential model from the
last two decades of the twentieth century to date is the five factor model, which
recognises personality variation along the lines of neuroticism, extraversion,
openness/intellect, agreeableness, and conscientiousness. There is no single
five factor model. Lexical versions sometimes find different numbers and types
of traits in different cultures. Questionnaire-based versions differ somewhat
depending on the questionnaire. Some influential theories of personality have
more or fewer than five traits. Nevertheless, just as complete consensus should
not be claimed, neither should differences be exaggerated. Most personality
theories and instruments have large overlaps with concepts contained in the
five factor model.

5. Personality trait systems are descriptions of phenotypes. Validating these sys-
tems requires finding out the causes and the consequences of personality traits.

Further reading

De Raad, B. and Perugini, M. (2002) Big Five Assessment. Seattle, WA: Hogrefe and Huber.
Saucier, G. and Goldberg, L. R. (2001) Lexical studies of indigenous personality factors:
premises, products and prospects. Journal of Personality, 69, 847-79.



2 Persons, situations and interactionism

In chapter 1, we introduced the essentials of trait theory. We saw how personal-
ity might be characterised in terms of broad dimensions related to a variety of
behaviours, including responses to personality questionnaires. We saw, too, that
psychometrics provides statistical tools for identifying these dimensions, and that
the use of techniques such as factor analysis has provided the beginnings of a
consensus on personality structure. In this chapter, we shall discuss the unrelia-
bility of predicting behaviour for an isolated situation, in contrast to the reliable
predictions we can make across many situations. We also discuss interactionism:
the inter-relationships between personality traits and situations that have an impact
on the expression of behaviour. Finally, we explore the cross-cultural generality
of trait structure.

Traits and situations

If the aim of psychology is to explain behaviour, then personality traits
succeed as constructs only insofar as they make a contribution to this end. Hence,
the success of the trait approach requires that (1) individuals can be described
in terms of their levels on valid and enduring dispositions, and (2) individual
differences in these dispositions can predict a substantial proportion of the variance
in behaviour. An alternative or complementary view, inspired by the successes of
learning theory (Dollard and Miller, 1950), is that human behaviour is largely
dependent on the situation. The so-called person—situation controversy derives
from distinguishing two stark alternatives, that human behaviour is the result of
either enduring dispositions or of the situation (Carson, 1989). It is hard to find
aradical advocate for either position within the respective research communities,
though it is true that researchers often emphasise one or the other influence on
behaviour (Buss, 1989; Pervin, 1985, 2002). The study of both influences, the
relative contribution of the person and the situation towards behaviour, is called
interactionism, the approach to which most personality researchers subscribe, if
implicitly, but few make a serious attempt to employ (Ekehammar, 1974).

The situationist critique of traits

The criticisms that traits, however consistent as self-descriptions, are poor at pre-
dicting behaviours was most loudly and elegantly trumpeted from Mischel’s (1968)

39
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seminal book Personality and Assessment, although Pervin (1985) refers to sim-
ilar debates in the 1930s and 1950s. Moskowitz and Schwartz (1982) captured
Mischel’s contribution concisely by stating that he had shown that knowledgeable
informants form trait-like conceptions of others. These conceptions, he believed,
are strongly influenced by the semantic structure of language and are not affected
by situation-specific information that would contradict the concept of traits. That
is, if the informants have no access to language to describe others’ behaviours
except by using trait-like concepts, then it follows that their descriptions of others
will be in terms of traits — which are, by their nature, cross-situational. Mischel
goes on to argue that personality does not exist in the form of cross-situational
behavioural dispositions (i.e., traits), as suggested by the low cross-situational con-
sistency of moral behaviours in the classic study of Hartshorne and May (1928). If
personality does not exist in the form of traits and if informants can provide infor-
mation only in the form of these dispositional descriptions, then the information
provided by knowledgeable informants must have low validity. If trait conceptions
are not situation specific, they cannot correlate strongly with behaviours counted
in specific situations. Thus, from Mischel’s perspective, it is not surprising that
trait ratings have low validity correlations (below 0.30) when the raters are making
observations of behaviour.

Note what Mischel’s (1968) situationist critique claims and what it does not (see
Bem and Allen, 1974). First, it allows that people do form consistent impressions
of other people. Second, it admits that these impressions can predict some of the
reliable variance in behaviour, but usually less than 9 per cent. Third, Mischel
argues that ‘real’ personality dispositions must lie in behavioural consistencies
from one situation to the next, but that these consistencies are not found. Fourth, he
is prepared to allow that traits will be validated if informants’ impressions are found
to predict behaviour reliably. This is not the wholesale denial of traits that some
have uncritically taken it to be (Lewis and Appleby, 1988); rather, it is a challenge
to trait theorists to consider the scientific status and real-life applicability of traits
and to appreciate the contribution that a given situation can make to people’s
behaviours.

Testing consistency in empirical studies

There is a straightforward criticism of Mischel’s (1968) situationist critique, and
his claim that traits are unable to predict much of the variance in a given situation. If
we examine, say, Eysenck’s (e.g., 1969) trait theory, we see that accurate prediction
in a single given situation is not the basis for Eysenck’s model (see figure 2.1). It
is only after observing an individual in many situations that we form impressions
about their habitual response patterns, which we intuitively correlate to produce a
trait-like impression. Other trait theorists such as Allport (1961) and Cattell (1983)
have stated explicitly that any given trait may fail to predict behaviour in a single
situation; it is only by behavioural aggregation that we can make trait claims.
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Figure 2.1 Mischel and Shoda’s (1995) Cognitive-Affective Personality System
(CAPS)

Thus, the situationist claim that traits could neither predict nor be inferred from
individual situations attacks a straw man (Epstein, 1977).

Therefore, testing the veridicality of traits requires a researcher to test how peo-
ple act over a series of relevant situations. Two points about the predictive validity
of traits are important here: first, that they should be able to predict behaviour
generally, as observed over a number of situations, and second, that the situation
should be relevant to the trait. Take the example of neuroticism. If we wish to use
a neuroticism scale to predict a person’s behaviour, it would not be sensible to
study that person in just one situation, or to study an irrelevant situation. In order
to demonstrate that people with higher N levels show more apparent anxiety prior
to a stressful event, the researcher should examine anxiety before an important ex-
amination, not before going to the cinema — unless a control condition is desired!
Second, behaviour of subjects should be observed before several examinations, in
order to minimise error variance and uncontrollable situational variables such as
the student’s liking for a given subject, health on the day of the exam, and so on. In
the next section, we look at studies that demonstrate the importance of aggregating
situations, and the relevance of the situation.

Epstein (1977) asked subjects to rate and describe their positive and negative
emotions, impulses, behaviours and situations for over two weeks. Although the
correlation between single days was as low as suggested by the work of Mischel
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(1968) and Bem (1972) suggested, the reliability of measures in each of these
categories ranged from 0.40 to 0.88, with a median of 0.72 when odd and even
days were correlated for data collected for between twenty-four and thirty-four
days. Another message of this study was that, in all of the above categories, a cer-
tain minimum frequency of occurrence and variance was required to achieve high
reliability, whether it was between behaviours and emotions. Epstein reckoned
that, given the frequent assertion that there is a 0.30 barrier for cross-situational
reliability coefficients, the findings of this study are no less than dramatic. Per-
sonality, behaviour, and even situations as scored by judges independent of the
subjects, were all highly reliable when aggregated over several days; the low
predictive validity coefficients claimed by the situationists for personality vari-
ables were imposed by error of measurement as the result of single observa-
tions. Therefore, the procedure that others have employed all but guarantees re-
liability coefficients to be low. It may be concluded that those who have argued
that personality is unstable have simply not used procedures that can establish
its stability. As Eysenck (1981) pointed out, aggregation of data actually pro-
vides quite good evidence for cross-situational consistency in studies such as that
of Hartshorne and May (1928) which purport to show situation specificity of
behaviour.

Similarly, when personality is assessed through judges’ ratings, large numbers
of behavioural observations may be needed for the behavioural consistency and
predictive validity of traits to appear (Moskowitz and Schwartz, 1982). Moskowitz
(1988) studied the reliability of ratings and behaviour counts of friendliness and
dominance in forty-three subjects who visited a laboratory on six occasions in
order to conduct a problem-solving exercise with one partner. Correlating ratings
(inferred traits) of friendliness and dominance made in one situation with only
one other situation gave coefficients of 0.26 and 0.12, respectively; both were
non-significant, but of the order expected from the criticisms of Mischel. The
same analyses performed on behaviour counts gave coefficients of 0.37 (p<0.05)
for friendliness and 0.06 for dominance. However, when generalisability (using
coefficient alpha) was calculated using the six situations the ratings values for
friendliness and dominance were 0.68 (p<0.001) and 0.44 (p<0.01), respectively.
The value for behaviour counts for friendliness was 0.78 (p<0.001) and for dom-
inance, 0.28 (ns). She concluded that there were high levels of cross-situational
generality for behaviour count and ratings measures of friendliness (aggregated
over six laboratory situations), and moderate levels of generality for ratings of
dominance.

Further, using data from only five situations to predict friendliness ratings or
behaviour counts in a single situation, multiple R values of 0.50 and 0.57 were
obtained for ratings and behaviour counts, respectively (both p<0.01). For domi-
nance, the expression of relevant behaviours was affected by whether the subject
knew the partner they were with in the situation. The use of abstract qualities such
as friendliness also seems to raise behavioural consistency. Funder and Colvin
(1991) showed cross-situational consistencies typically of 0.4-0.6 for behaviours
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coded by meaning, but substantially smaller consistencies for specific instances of
behaviours. For example, ‘humour’ is more consistent than ‘joke-telling’.

Consistency of behaviour: the role of context

Later work by Mischel has in fact made use of trait constructs to predict behaviours
with remarkable success. As might be expected, he uses behavioural dispositions
in a particular way — one that takes the context into account and may be seen as a
form of interactionism (Wright and Mischel, 1987). As an alternative to theories
that see traits as causal agents or as mere summaries of observed behaviours (e.g.,
Buss and Craik, 1983), Mischel sees a trait statement as the ‘conditional probability
of a category of behaviours in a category of contexts’. It is hard to imagine any trait
theorist taking exception to this definition, and the present authors consider it to be
a good, mainstream definition of a trait, stripped of beliefs about the origin of the
trait. In particular, the point that traits most reliably express themselves in situations
that are suited to their expression is accepted by most, if not all, personality trait
theorists. That is, it is difficult to express extraversion whilst marching with other
soldiers in a parade, but much easier to express it at a party. What is remarkable
about Mischel and colleagues’ research is the care with which it is formulated and
executed, and the high level of predictive validity that it provides for personality
traits from this once champion of situationism.

Wright and Mischel (1987) asked raters to assess children on the traits of
‘aggression’ and ‘withdrawal’. Several different observers watched the children’s
actual behaviours over a period of time. The raters were also asked to judge how
demanding the situation was for the child, in comparison to the child’s compe-
tence. The hypotheses were complex: that children with high levels of a trait would
show more behaviours that were central to that trait (‘feature-centrality’), and that
correlations between traits and behaviours would be especially high if the situ-
ation was a demanding one for the child. Feature-centrality needs explanation:
with regard to aggression, one ‘feature-central’ behaviour would be a threat issued
to another child. The feature-central threatening behaviour would be expected to
show higher correlations with aggression than would a non-feature-central trait
such as distractability. Table 2.1 shows some typical results from Wright and
Mischel’s study. As hypothesised, children with given levels of a trait showed more
trait-relevant behaviours. The correlations are especially strong when the demand
level of the situation is high, and when the rated behaviour is central to the trait
concept, although correlations are substantial for feature-central behaviours even
in low-demand situations. Ratings of traits made by others do predict objectively
observed behaviours. Wright and Mischel’s study is a success for trait theory, situ-
ationism and interactionism all at once: traits were highly predictive of behaviours,
the relevance of the situation made a difference to the behavioural scores, and there
was also a significant trait—situation interaction. Thus, highly aggressive children
displayed more overall feature-central behaviours such as pushing and shoving,
which further increased as the demands of the situation rose.
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Table 2.1 Correlations between judgements of children and their social behaviour as
a function of feature centrality in the judgement and level of situation-competency
demand

Situation demand level

Centrality of features Sample feature Low Medium High
Aggression

1 Low Distractible 35 28 34

2 Feels angry 42 51 59

3 Acts impulsively 49 54 65

4 High Threatens others 45 57 67
Withdrawal

1 Low Cries 19 30 22

2 Unusual movements 42 32 44

3 Feels sad 41 33 52

4 High Unassertive 46 32 65

This model of interactionism has continued to develop, and Mischel and col-
leagues have conceptualised personality as a dynamical system (Mischel and
Shoda, 1995; Shoda, LeeTiernan, and Mischel, 2002). These authors’ Cognitive-
Affective Personality System (CAPS) describes affects, goals, expectancies, be-
liefs, competencies, and self-regulatory plans and strategies as the basic units of
personality (see figure 2.1). The outcome of these interacting units is typically of
an if. .. then . .. form: e.g., if you encounter someone you know, then behave in
a friendly manner. The individual’s repertoire of if-then connections provides a
unique behavioural signature or profile for that person. Typically, these outcomes
are then highly contextually dependent: e.g., showing friendly behaviour towards
acquaintances, but not to strangers or work colleagues. Furthermore, the various
units are always subject to change as a consequence of social interaction. Thus,
CAPS suggests a view of consistency that differs from trait theory in proposing
many more personality units, whose control over behaviour is linked to specific sit-
uational features, on a person-by-person basis. Nevertheless, the model assumes
some personality stability, that produces consistency in how the individual be-
haves in specific situations. As with trait models, it assumes personality develops
from both biological and cognitive-social influences, a point to be elaborated in
subsequent chapters.

Mendoza-Denton et al. (2001) studied person by situation interactions by asking
subjects to describe themselves in ‘if-then’ terms (‘I am. . . .. when. . . .”) after
they had performed a task for which they were given either positive or negative
feedback. In doing so, the subjects were less likely to put themselves on extreme
ends of dimensions (as they might using standard personality inventories), and
less likely to misattribute — or overgeneralise — success or failure to themselves,
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rather than to the specific situation. In addition, the ‘if-then’ framework also re-
duced the likelihood that subjects would attribute reasons for others’ behaviour to
stereotypes. This ‘dynamical system’ has also been modelled using computer sim-
ulations of interactions between ‘dyads’ (pairs) (Shoda, LeeTiernan and Mischel,
2002). The models suggest that one pair member’s behaviour serves as a situation
for the other, so that displayed ‘personality’ is actually a function of interpersonal
relationships. That is, behaviour stems in part from traits, but whether a trait is
manifested is conditional upon both the situation and on interpersonal dynamics.
Although not expressed in the same terms, this idea is borne out in applied fields
of research, too. For example, while behaviours in certain crime situations are
consistent across individuals, people’s traits alone do not predict criminal involve-
ment (Alison et al., 2002). Other studies have also shown that ‘driver stress’ is
predicted from situational factors such as traffic congestion and time pressure of
the journey (Hennessy, Wiesenthal and Kohn, 2000), together with dispositional
stress vulnerabilities that are specific to driving (Matthews, 2002).

Johnson (1999) offers a critique of CAPS that suggests that this model promises
rather more than it actually delivers. He suggests that description of personality in
terms of many very narrow traits, such as if—-then contingencies, may not offer the
advantages claimed by Mischel and Shoda (1995), by comparison with broad traits
such as the Big Five. Broad traits may have as much explanatory power as narrow
ones, and are equally subject to situational moderation. Indeed, assessment of the
‘behavioural signature’ may fall into the same trap of poor reliability as the early
studies of behavioural consistency, discussed in chapter 2. Studies of behavioural
signatures use from one to six data points to assess each if—then relationship, which
is likely to be insufficient. Finally, Johnson questions the theoretical contribution
of CAPS, pointing out that its constructs tend to be common-sense notions of
desires, beliefs and abilities relabelled using contemporary psychological jargon.
Despite these criticisms, however, CAPS is at the leading edge of social-cognitive
approaches to personality stability and consistency, and future empirical work is
likely to reveal how much the model adds to conventional trait approaches to
predicting individual differences in behaviour.

Implications of the situationist controversy for trait research

The above discussion of Mischel’s situationist critique and its evolution into a form
of interactionism point to a realistic view of traits that most trait theorists probably
always held anyway. Although the late 1960s and 1970s are sometimes seen as
the situationist zenith, trait research has never really slowed since its inception,
despite psychological zeitgeists coming and going (Buss, 1989). Sometimes the
psychological community seems reluctant to abandon a good street fight, and the
intermittent resumption of the supposed person versus situation debate has tried
the patience of those who created much of the furore (Mischel and Peake, 1982;
Bem, 1983). This is despite the fact that there are no important personality theorists
who believe that only person or situation factors contribute to behaviour. The trait
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Table 2.2 Factors in an experimental situation that favour the importance of traits or
manipulations in accounting for behaviour differences

Issue Manipulations become important Traits become important
Context Novel, formal, public Familiar, informal, private
Instructions Detailed, complete General or none

Choice Little or none Considerable

Duration Brief Extensive

Response Narrowly defined Broadly defined

Source From Buss (1989)

manifesto of Eysenck and Eysenk (1980) does, in fact, give considerable weight
to the power of the situation, and allows for person—situation interactions via
intervening variables, just as Mischel seems to have given up radical situationism
and become frankly interactionist (Carson, 1989). The extent to which behaviour
is better predicted from broad, narrow or contextualised traits remains open (e.g.,
Johnson, 1999), but, as Allport (1937) anticipated, it is likely that we need trait
constructs at different levels of generality.

In addition, situations alone may only be modestly predictive of behaviour, even
when situational effects are shown to be statistically significant. When sample sizes
are even quite modest, a very small p-value can hide a small effect size. Funder
and Ozer (1983) re-examined some key manipulations in social psychology and
found an average correlational effect size equivalent of less than 0.4. Furthermore,
it is easy to load the dice in favour of the person or situation by appropriate choice
of methods (Buss, 1989). Table 2.2 shows the features of an experimental set-up
that can be used to manipulate the importance of traits or situations.

The overall message is clear: aggregation is needed across situations or across
times, after which reliable trait ratings and behavioural dispositions will be found
(Buss, 1989). However, it is worth picking over the bones of the person—situation
controversy to assess its lasting implications for the study of traits. Kenrick and
Funder (1988) provide an insightful list of the hypotheses related to traits thrown
up by situationism, shown in Table 2.3 in order of their anti-trait power, with the
most pessimistic hypotheses first. The first and strongest anti-trait hypothesis is
that personality is in the eye of the beholder. This view is falsified by the impres-
sive agreement between self and peer ratings of personality discussed previously.
Kenrick and Funder provide a list of studies where different raters’ estimates of
a target subject’s personality were compared. Arranged around the dimensions of
intelligence, likeability, self-control, sociability, adjustment and dominance, when
psychometrically adequate scales were used, the correlations were typically greater
than 0.5. The second hypothesis states that traits arise because there are shared
assumptions about which words go together. However, this cannot explain how
people would make similar trait judgements about a given individual, how the same
trait structures arise in different languages and cultures, or why the same trait di-
mensions arise from adjectival scales and questionnaire studies (see chapter 1). The
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Table 2.3 Hierarchy of hypotheses from the person-situation controversy, arranged
from most to least pessimistic

Critical assumptions Hypotheses
Solipsism over consensus 1. Personality is in the eye of the beholder.
Consensus without discrimination 2. Agreement between raters is an artifact of

the semantic structure of the language
used to describe personality.

3. Agreement is an artifact of base-rate
accuracy (rater’s tendency to make similar
guesses about what people in general are

like).
Discriminative consensus without 4. Differential agreement is an artifact of the
behavioural referents shared use of invalid stereotypes.

5. Observers are in cahoots with one another;
that is, their agreement results from
discussion rather than accurate

observation.
Differential agreement about behaviour 6. Raters see targets only within a limited
without internal traits range of settings and mistake situational

effects for traits.

7. Compared with situational pressures,
cross-situational consistencies in
behaviour are too weak to be important.

Source From Kenrick and Funder (1989)

third hypothesis states that raters make guesses about what people in general are
like when they rate individuals on traits; thus more people would be rated as ‘tidy’
than ‘obsessionally neat’. However, such response tendencies cannot explain dif-
ferent raters’ agreements about target subjects’ individual differences in trait levels.

The fourth hypothesis enumerated by Kenrick and Funder (1988) suggests that
raters’ agreement arises out the their shared focus on some obvious characteristic
of the individual (weight, hair colour, race, etc.) and the subsequent shared ap-
plication of stereotypical personality traits to the stereotype. Note that this is the
first of the hypotheses that can potentially explain inter-rater agreement in per-
sonality trait differences. Contrary to this hypothesis, inter-rater agreements are
stronger for people who know the target subject better. When a single observation
is made, raters who know the subject tend to agree with one another and with
the subject him/herself, but ‘stranger’ raters agree with neither each other nor the
subject (Funder and Colvin, 1988). These authors also found strong support for the
hypothesis that the more visible a trait was considered to be, the stronger the inter-
judge agreement was on a target subject’s level on the trait. Extraversion items
appeared particularly visible and neuroticism items much less so. With regard to
the hypothesis that traits arise out of the raters’ discussions of the target person’s
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personality (hypothesis 5 in table 2.3), Kenrick and Funder (1988) provide am-
ple evidence to show that: (a) informants with no contact make equally similar
judgements to those who have contact; (b) the better agreement found in the more
easy-to-observe traits goes against this hypothesis, since the less easy-to-observe
traits are just as easy to discuss; and (c¢) informants’ ratings are more influenced
by a subject’s behaviour than their discursive self-accounts.

Situationist hypothesis 6 in table 2.3 states that informants adduce traits based
on a limited range of situations; for example, students are often used to make peer
ratings, yet they might see different behaviours than family members do during the
vacation. This is refuted by the fact that parents’ ratings agree with fellow students’
ratings in college samples (Kenrick and Stringfield, 1980). The last hypothesis
states that the 0.3 correlation barrier between personality traits and behaviours
means that traits are relatively unimportant. However, we have already seen that
correlations higher than this can be found when behaviours are aggregated and
when the situation is relevant to the trait (e.g., Wright and Mischel, 1987). Kenrick
and Funder’s (1988) conclusions are that the best predictive validity coefficients
may be obtained from traits when we use:

(a) raters who are familiar with the person being rated

(b) multiple behavioural observations

(c) multiple observers

(d) dimensions that are publicly observable

(e) behaviours that seem relevant to the dimension in question (p. 31).

Some have seen the person—situation debate as a fruitless power struggle between
trait and social psychology (Kihlstrom, 1987), but, as Kenrick and Funder (1988)
indicate, the controversy may have been useful in generating these guidelines for
improving predictive validity. Endler and Parker (1992) agree that the battle lines
drawn between trait theory and situationism had the cleansing effect that comes
with criticism-inspired self-reflection, but they also think that many personality
researchers have failed to learn the lessons or even consider the criticisms that
were once so prominent.

Funder (2001) notes that there is still a great need for research that balances out
the ‘personality triad’ of the person, the situation and behaviour. As he points out,
the person variable, largely through the work of trait theorists and aided by the
low cost and convenience of self-report questionnaires, is very well researched.
However, actual behaviours are much less well described and documented, with
notable exceptions (especially in relation to measuring personality in children).
The characteristics of situations are, empirically, poorly understood: researchers
have not tested which aspects of a situation are the important ones in determining
behaviour change. In addition, the practice of attributing variance unexplained by
personality or behaviour to the situation hides the problem that the remaining vari-
ance may be due to personality or behavioural variables not measured, rather than
to situation variables that were not measured. It also tells us nothing about which
aspects of the situation are most important. The debate between situationist and
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personality research, however, has now brought about co-operation and collabora-
tion and more fruitful ways of understanding the interaction between persons and
situations.

Interactionism

Almost all contemporary trait psychologists subscribe to interactionism, the view
that both the person and the situation, and their mutual interaction, are important.
Interactionist conceptions of personality were evident in the writings of Kantor
and Lewin (see Ekehammer, 1974), but contemporary interactionist formulations
appear to have originated independently of these forerunners (Mischel, 1973;
Magnusson and Endler, 1977). Ekehammer’s analysis of the emergence and re-
emergence of interactionism in personality research sees present-day interaction-
ism as having grown out of criticisms of trait psychology. Moreover, Carson (1989)
described Mischel-inspired situationist—trait controversy as having ended in an in-
ternational draw with the publication in 1973 of Bower’s superb analysis of the
issues. Finally, Epstein’s (1977) conclusion vis-a-vis the person-situation debate
was that person and situation variables could be important in accounting for be-
havioural variance, as could their interactions.

The studies by Wright and Mischel (1987) and Mendoza-Denton et al. (2001)
that were discussed above are good examples of thorough interactionist research,
where the person and situation are studied in conjunction, and clearly formu-
lated hypotheses are tested. A further, somewhat simpler, example is provided by
studies of extraversion and performance. There are many tasks for which there
is no clear main effect for extraversion; its effect on performance is entirely de-
pendent on situational factors. For example, Revelle, Amaral and Turriff (1976)
showed that in a stimulating environment (time pressure and drinking a caffeinated
beverage), extraverts performed better than introverts on a verbal ability test. How-
ever, when the environment was non-stimulating (no time pressure or caffeine),
introverts outscored extraverts. The dependence of extraversion effects on envi-
ronmental factors is discussed further in chapter 12. A comprehensive account of
person—situation interaction would seem to require some more general model for
classifying and measuring situations: this has proved to be a thorny problem, as
discussed in Box 2.1.

It would be too complacent to state that ‘we are all now “interactionists”” (Bem,
1972): Endler and Parker (1992) lament that the influence of interactionism has
been rhetorical, changing what people say about their research rather than altering
the way they go about it; their view is that the crisis in personality still has to
be addressed. In addition, they characterise modern trait research as atheoretical
and populated largely with bandwagon-jumpers. They cite with approval authors
such as Stam (1987), who have characterised situationist researchers’ attempts
to conduct interactional studies as simplistic and mechanistic. In agreement
with this, Endler and Parker’s (1991) and Carson’s (1989) surveys of contempo-
rary personality research show a continued dominance of studies in classrooms and
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Box 2.1 Taxonomies of situations: towards measurement

models?

Systematic study of person x situation interaction requires that the critical
aspects of the situation may be measured with the same precision as traits
themselves. However, it is a familiar lament that researchers do not have
good measurement models for the situation. Ten Berge and De Raad (1999)
have reviewed attempts to develop a taxonomy for situations. One approach
is to develop taxonomies on theoretical grounds. For example, if we have a
theory of anxiety that tells us that loss of control, physical danger and social
criticism are three distinct types of external threat, we could assess specific
situations for presence of these situational features. Alternatively, we could
proceed in a more empirical fashion, by having people rate situations for
various qualities, and then deriving coherent clusters of situational attributes
by factor analysis. Research has employed both strategies, with mixed success,
and limited convergence between different taxonomies. Ten Berge and De
Raad (1999) endorse an approach adopted by Van Heck (1989) that was based
on a lexical approach. He investigated the clustering of nouns that could be
used to describe a situation, but did not refer to inner, psychological constructs,
including personality traits. This empirical strategy produced ten categories of
situation, listed below, although Van Heck’s (1989) taxonomy has not provided
any generally applicable measurement instrument for use in research.

These categories have some plausibility as situational modifiers of trait
effects on behaviour. For example, as we will see, high neuroticism persons
are especially sensitive to interpersonal conflict (see chapter 9): presence of this
situational feature may act something like a switch that ‘turns on’ behaviours
linked to high N. However, we might also wonder if these categories adequately
reflect the meanings that people ‘read into’ situations: for example, intimacy
may be rewarding to some persons but threatening to others. As Ten Berge
and De Raad (1999) state, what is lacking is a taxonomy that would integrate
trait and situation factors, so as to identify (and measure) those situations that
maximize the behavioural expression of a given trait.

Van Heck’s (1989) taxonomy of situations
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laboratories, use of questionnaires, emphasis on college students, and lack of use
of structural modelling techniques to elucidate processes.

Carson (1989) described the research of Wright and Mischel (1987) as mecha-
nistic interactionism, an impoverished genus of the species when compared with
dynamic interactionism — a criticism which has been in part addressed with con-
tinuing research by Mischel and researchers associated with him. Mechanistic
interactionism is concerned with the structural aspects of people in situations, dy-
namic interactionism with process. Thus, whereas analysis of variance techniques
are preferred tools of mechanistic interactionists, the process-oriented dynamic
interactionists make use of path analyses and hypothesis testing procedures made
available by structural equation modelling. Combining study design with struc-
tural models allows the cycle of person—environment interactions and changes over
time in these interactions to be examined simultaneously. In addition, such studies
lessen or remove the sometimes false distinction between independent and depen-
dent variables. Endler (1983) describes his rich conception of human behaviour as
follows:

A function of a continuous multidirectional process of person-by-situation inter-
actions; cognitive, motivational and emotional factors have important determining
roles on behaviour, regarding the person side; and the perception or psychological
meaning that the situation has for the person is an essential determining factor of
behaviour. (p. 160)

Hettema and Kenrick’s (1989) formulations are commended for progressing be-
yond the mere correlations (often between self-reported traits and other self-report
scales) of the trait researcher, or the static ANOVA of the pseudo-interactionist. In
fact, some of Endler’s own interactionist research on anxiety has been successful
in showing that specific facets of trait anxiety in specific situations produce pre-
dicted rises in specific facets of state anxiety (Endler, Edwards and Vitelli, 1991)
as discussed further in chapter 4. It is not clear, though, in what ways this tran-
scends models such as Mischel and Wright’s — the analysis of the person construct
may be more fine grained, but it is no more ‘dynamic’ or process oriented. Such
impressive demonstrations of the predictive power of traits contrasts with the ten-
dency of some interactionist writers to make vague, holistic statements, sometimes
truisms, that afford the empirical scientist little purchase for theory formulation.
For example, it is not clear what is to be done by acknowledging, as Magnusson
(1988) states:

the characteristic way in which the individual develops, in interaction with the
environment, depends on and influences that continuous reciprocal process of
interaction among subsystems of psychological and biological factors. (p. 21)

Situationism and interactionism are not alternatives to trait approaches and nei-
ther denies the importance of traits. Situationists recognise the importance of peo-
ple’s stable dispositions, and some interactionists are really just those who combine
trait and situation variables. Others would prefer a more subtle and comprehensive
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form of interactionism that emphasises the developmental and dynamic aspects
of behaviour of people in the environment, despite the difficulties of such an
enterprise. In the meantime, even if much research on traits is atheoretical and
of limited practical use (Endler and Parker, 1992) or trivial and non-cumulative
(Carson, 1989), the point that traits can predict behaviours, especially if aspects
of the situation are taken into account, should be accepted and recognised as
progress.

Are traits universal across cultures?

We saw in chapter 1 that one of the criteria that broad traits should meet
is cultural universality (Costa and McCrae, 1992b) — in effect, cross-situational
universality of trait structure. There are a priori arguments why we might expect
structural models of traits to replicate across cultures. If traits do have a biological
basis, then they should be a property of homo sapiens rather than of any partic-
ular culture, although the way the biological substrate is expressed in behaviour
may be culture bound. Irrespective of biology, it is likely that different cultures
face somewhat similar adaptive challenges. All people must cope with threats to
well-being, form social relationships with others, obtain a livelihood, and so forth.
Goldberg (1990) has loosely related the Big Five to Power, Love, Work, Affect and
Intellect (i.e., E, A, C, N and O). It is likely that these five areas of life may be iden-
tified in all or most cultures, even if there are important cross-cultural differences.
More generally still, Pinker (1994) has suggested that Western culture is redis-
covering the concept of human nature. The twentieth century was characterised
by what Pinker called the Standard Social Science Model (SSSM), which states
that human behaviour is wholly or largely determined by culture-bound social
learning (popularly, but wrongly, described as ‘conditioning’). Pinker claims that
anthropologists have overstated the malleability of behaviour, and have frequently
ignored similarities between cultures. If our species does have a common ‘human
nature’, which may be biologically influenced, we might expect that individual
difference dimensions should show some similarities across cultures.

Nevertheless, there are potential obstacles to establishing trait universality. Cul-
tural specificity may be strong enough to substantially alter the relative importance
of traits. For example, given that cultures differ in the value placed upon achieve-
ment motivation (McClelland, 1961), it might be that Conscientiousness is less
salient in some non-Western societies than it is in our own, or that C is not ex-
pressed through achievement striving. As discussed in chapter 8, we can measure a
distinctive ‘Protestant work ethic’ (Furnham, 1990) trait related to Western cultural
values. Conversely, other traits might be more important in societies other than
our own. For example, Bond (1979; 2000) discusses a ‘filial piety’ or ‘Chinese
tradition’ trait found in Chinese cultures, which places high value upon respect
for parents and upholding Chinese ways. In addition, a sixth factor — Interpersonal
Relatedness — was obtained in factor analyses of the NEO-PI-R and the Chinese
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Personality Assessment Inventory (Cheung etal.,2001). Hence, we cannot, a priori,
be confident that the Western ‘Big Five’ is assessing universal traits as opposed to
traits that reflect the preoccupations of our culture. In addition, there are method-
ological difficulties in translating Western questionnaires into the languages of
other cultures, because item content, and differences in compliance of responding,
is culture-bound. One of the versions of the 16PF includes items asking, variously,
about interest in improvements in production and marketing, in Indian murders,
in photography and in becoming a research chemist!

In the next section, we review empirical studies of the cross-cultural generality
of two major descriptive frameworks for personality, the Eysenckian three and the
Big Five. We focus on questions of dimensional structure. This is a distinct issue
from that of cross-cultural differences in mean scores on trait dimensions, though
comparison of means is sensible only if commonality of dimensional structure
is established (see Lynn and Martin, 1995, for a survey of data). Triandis (1997)
describes the structural approach as ‘etics’. This contrasts with ‘emics’, in which
traits specific to individual cultures are identified. There has also been considerable
research on generality of factor structure across different groups within the same
culture, such as comparisons across sex, age, and different ethnic groups. Box 2.2
summarises studies of sex differences. Normally, factor structure is highly repli-
cable across different demographic groups (e.g., Costa, McCrae and Dye, 1991).
In the sections that follow, we concentrate on etics first, and emics second — both
are important in building our understanding of personality cross-culturally.

Cross-cultural research on traits

The most comprehensive program of cross-cultural research is that of Sybil
Eysenck and her colleagues, who have translated the EPQ into many different
languages and tested for factor replicability. Eysenck and Eysenck (1982) sum-
marise studies conducted in twenty-five countries, including non-Western coun-
tries such as Bangladesh, Brazil, Japan and Uganda. In each case, four factors were
extracted, and the similarity of the factor structure to the UK data was computed
using a recognised method of factor comparison. In general, it appeared that the
same four factors of E, N, P and L were extracted from each data set, showing a high
level of cross-cultural replicability. Some difficulties were apparent in measure-
ment of P, with internal consistency (alpha) falling to values as low as 0.4 or 0.5 in
some countries, especially Nigeria and Egypt. Similar results have been obtained
in subsequent studies, with the most recent using Eysenck et al.’s (1985) EPQ-R.
Although the EPQ-R was intended to improve the reliability and distribution of
P scores, internal consistency of P dimensions obtained in other cultures remains
moderate. Eysenck, Barrett and Barnes (1993) report alphas of 0.66 (males) and
0.62 (females) in a Canadian sample. They suggest that reluctance of high P sub-
jects to participate in studies may contribute to the low internal consistency. The
Junior EPQ also shows good cross-cultural replicability, as shown in a study of
Iranian and English children (Eysenck, Makaremi and Barrett, 1994).
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Box 2.2 Are there sex differences in personality traits?

There are theoretical reasons to hypothesise that men and women will dis-
play differences in personality traits. These hypotheses arise from biologi-
cal and social models of personality: that men and women differ because
of biologically/evolutionarily-based innate temperamental or hormonal dif-
ferences; or that personality differences appear because men and women
class themselves into gender roles (Feingold, 1994; Costa, Terracciano and
McCrae, 2001). The main questions, therefore, have arisen around Agreeable-
ness (nurturance) and emotional expression (N), both of which are thought to
be higher in women, and dominance (A and E), thought to be higher in men.
In addition, differences might be expected between traditional or collectivist
cultures (e.g., Pakistan or China), and individualistic cultures (e.g., Europe or
USA).

The two meta-analyses of Feingold (1994) and Costa, Terracciano and
McCrae (2001) collated findings of studies on personality traits from many
different age groups and nations. The answer to the question ‘are there sex
differences in personality traits?’ is: ‘yes,” and these differences, while small-
to-medium in effect size, are in line with expectations. The first of the meta-
analyses reported that, across cultures (Canada, China, Finland, Germany,
Poland and Russia), males score higher on assertiveness measures, whereas fe-
males score higher on anxiety, trust and tender-mindedness (Feingold, 1994).
The second of the meta-analyses studied a much broader array of traits, and
a wider range of cultures, including Africa, South America, and central and
eastern Asia (Costa, Terracciano and McCrae, 2001). Costa and colleagues
reported that women were higher in negative affect, submissiveness and nur-
turance; men were higher in dominance and were less concerned with feelings
than with ideas. Some cultures showed greater differences than others; con-
trary to expectation, individualistic cultures showed wider sex differences than
collectivistic cultures. Overall, however, the two meta-analyses, covering hun-
dreds of studies, show that there are consistent sex differences in personality —
in emotional (N), agreeableness and dominance-related traits — both within
and across cultures.

There is a smaller, but impressive, corpus of research on other questionnaires,
such as Costa and McCrae’s NEO questionnaires. Translations of the NEO-PI-R
into German, Portuguese, Hebrew, Chinese, Korean and Japanese have closely
replicated the five factor structure found among North Americans (McCrae et al.,
1996; McCrae and Costa, 1999), and in a review of studies in twenty-six cultures,
and 23,031 subjects, McCrae (2001) reported that intercultural factor analysis
retrieved structures similar to the Big Five in almost all samples. Silva et al. (1994)
and Avia et al. (1995) recovered the Big Five factors from the Spanish translation
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of the NEO-PI questionnaire (Silva et al., 1994), the precursor to the NEO-PI-
R. The validity of the Spanish Big Five was also similar to the American Five,
with respect to other self-report measures of personality, clinical disorders and
risk-related behaviours. However, some difficulties were also apparent. Silva et al.
(1994) factor-analysed the facet scales of E, N and O (see table 1.7), and A and C
scale scores (because the NEO-PI has no A and C facet scales). They found that
extraversion facets in particular tended to load on factors other than the E factor.
For example, Assertiveness and Activity tended to load on C. Silva et al. (1994)
indicate similar problems in both North American and German data. An Italian
study (Caprara, Barbaranelli and Comrey, 1995) also reported only partial support
for the Big Five. A joint factor analysis was conducted on the NEO-PI scales and
the Comrey Personality scales (1994), from which eight factors were extracted,
five of which corresponded fairly well to the Big Five. Additional factors related to
trust-defensiveness, activity and masculinity—femininity, and had some loadings
from the NEO-PI scales. Paunonen et al. (1992) studied subjects from Canada,
Finland, Poland and Germany who had completed Jackson’s Personality Research
Form as well as a non-verbal measure of traits based on ratings of trait-related
line drawings. They found that the Big Five factor structure replicated across both
measures in all four countries.

The lexical approach to trait assessment has stimulated attempts to recover
the Big Five in languages other than English. Comparison of languages is not
straightforward. Trait concepts are expressed through a variety of word classes
(nouns, adjectives, etc.) whose nature, usage and frequency vary from language to
language. There are important differences even between related languages such as
English and German (Angleitner, Ostendorf and John, 1990). For example, German
allows complex concepts to be expressed as single words made up as a compound
of more basic words. Angleitner (1990) gives us an example: ‘freundschaftlich’,
meaning ‘acts as one would expect a friend to act’, a concept which cannot be
expressed in a single word in English. Other languages do not even have adjectives
and express adjectival meaning through other constructions (Szirmak and De Raad,
1994). Yang and Bond (1990) have shown that there is only a modest similarity
between Big Five solutions obtained from indigenous Chinese words, and from
translations of American Big Five markers. Unfortunately, such difficulties largely
preclude direct factor comparison across cultures.

A number of studies have tackled linguistic difficulties through careful taxo-
nomic analysis and sampling of the language concerned. In general, these studies
have found a good, but imperfect, fit to the English language Big Five. For ex-
ample, De Raad (1992) extracted a fairly clear Big Five from Dutch personality
adjectives, but found that noun and verb data were best characterised by four
and two factor solutions respectively. An Italian adjectival Big Five obtained by
Caprara and Perugini (1994) showed only a moderate degree of correspondence
to the English language Big Five. In place of Intellect and Openness, the fifth
factor was one of ‘Conventionality’, contrasting words such as unconventional,
rebellious and critical with servile, puritan and obedient. The position is similar
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for non-Indo-European languages. Szirmak and De Raad (1994) obtained good
equivalents to N, E, C and A in a study of Hungarian trait adjectives, but the fifth
factor was one of ‘Integrity’: veracious and just versus swollen-headed and hypo-
critical. Marker adjectives for Intellect tended to load on E and N factors. Saucier
and Goldberg (1996) have called language a ‘conceptual’ reservoir with respect
to personality. They conclude that the lexical five factor model has been found in
English, German, Czech and Dutch, and is quite strong in Hungarian, Russian and
Filipino.

In emics (Triandis, 1997), the focus is on identifying culture-specific traits.
Such research may use indigenous measures alongside Big Five measures. In do-
ing so, it becomes apparent that there are within-culture traits that are not tapped
by the Big Five. For instance, the concept of wisdom and characterisation of a
wise person are quite different in Chinese than American people (Yang, 2001).
Other investigations have revealed important differences in values and outlook:
happiness in Taiwanese students was strongly related to social integration and
human-heartedness; in British students this was not so (Lu, Gilmour and Kao,
2001). Subjective well-being and happiness are two constructs that appear to be
quite sensitive to cultural influences, and are particularly different between col-
lectivist and individualistic cultures (Schimmack et al., 2002). However, while
some characterise subjective well-being as a trait (e.g., Deneve and Cooper, 1998),
others would view it as a state rather than a trait, and would not expect it to fall
within the five factor structure (see chapter 4).

Cross-cultural generality of traits: conclusions

In summary, studies of the EPQ provide the strongest evidence for cross-cultural
generality of broad traits, but the method adopted does not directly address the
issue of whether the Eysenckian traits are the most important in each culture. Even
if we can measure equivalent E dimensions in each culture, it does not follow that
E is of equal importance across cultures (although it is plausible that E is univer-
sally important as well as replicable). Lexical studies of the Big Five go further
towards identifying the major traits within different cultures through systematic
sampling of personality language. However, both lexical and questionnaire studies
tend to show fairly good but imperfect correspondence between ‘Big Fives’ from
different cultures. It is a problem with lexical studies that in cases where there
is replication, that replication has only been sought using the same model (i.e.,
either the Eysenckian 3 or the FFM), therefore making it difficult to say whether
the glass is half empty or half full in this case. Should we be impressed by the
many correspondences established, or should we be critical of the differences be-
tween lexical factor solutions — all tested using the same model — across different
cultures? At the least, the Eysenck and Big Five structural models provide good
starting points for investigating broad traits in non-English-language cultures. Fur-
ther progress will require further direct testing of these models against models that
include culture-specific traits.
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Conclusions

. During the height of situationist research, it appeared that trait theory was
unsupportable. However, the debate that followed from the important criticisms
of the situationists eventually extended and strengthened trait research, and led
to the important finding that while traits were poor predictors of behaviour
in one-off situations, they were, as they should be, very good predictors of
behaviour aggregated across many situations.

. The existence of a trait predisposes people to act and react in certain ways that
become apparent over time. Both self-report and rater-report methods of trait
measurement make use of this aggregation of behaviour in different situations,
and result in reliable and valid measures of traits.

. At the same time, situational factors play an important role in moderating the
impact of traits on behaviour, as recognised by interactionism which is the basis
for almost all contemporary research. There is continuing debate over how these
situational factors should be characterised, and how best to capture dynamic
interaction between person and situation.

. The existence of the five factor structure of traits is found consistently across
cultures, giving further evidence that personality traits may be universal psycho-
biological constructs. This position is modified, however, by evidence that there
are culture-specific traits that are not well described by the five factor model.
In addition, the expression of traits may be modified both by situational and
cultural constraints.

. Future research would benefit from better characterisation of situations and
behaviours, so that becomes possible to identify the important behaviour-
modifying elements of situations, and enable us to make better predictions
about trait expression in different types of situations.

Further reading
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3 Personality across the life span

The previous two chapters introduced the idea of traits and discussed interactions
between situations and behaviour, and that behaviour, when aggregated across
situations, provides evidence for the existence of traits. In addition, we saw that
the basic structure of traits in different cultures (a special kind of situation) is,
by and large, reliable and replicable. In this chapter, we discuss how personality
develops over the life span, particularly with regard to traits. How stable are our
personalities as we go from childhood to adulthood, and during adulthood? In
this chapter, first, we discuss traits and their stability in adulthood. Second, we
introduce the concept of temperament and its relationship to personality traits.
Finally, we look at the evidence that childhood temperaments are related to adult
personality traits.

Trait stability

For a trait to be valid, it must have a degree of stability over time. A
quality that is shifting, or that depends on the situation at hand, cannot accurately
predict behaviour during a future event (i.e., it cannot account for reliable variance
in that event), nor can it have a stable biological basis in the individual. Without
some stability of individual differences, the theory of traits fails in its entirety. As
with other aspects of trait theory, the problem of demonstrating stability is a bit like
pulling yourself up by your shoelaces: the demonstration of stability is best done
using validated trait assessments. However, stability is one of the key properties
we wish to know before stating that a trait is valid.

Before examining stability data, a few definitions are necessary. First, stability
is not the same as reliability, although it is necessary to have reliability in order
to have stability. Reliability is, effectively, the internal consistency of the trait
assessment over a short time period, whereas stability is measured in terms of
years or decades. Second, there are two types of stability. One type is stability
of mean trait levels; groups of people as a whole may or may not show changes
in mean score on a trait without reference to individual differences. That is, if
we conducted a study to compare a group of older people and a group of younger
people on the trait of extraversion, we might find that the older people have a lower
mean level of extraversion than the younger people. However, this does not tell us
anything about how stable extraversion is in any given individual in that sample.
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To know that, we would have had to have personality trait measures on the same
individuals at two points in time, or more.

The other type of stability relates to individual differences in trait levels, which
may or may not be stable regardless of any change in mean trait level. For example,
it is quite possible to have a situation where the mean level of a trait remains the
same in a population sample, but where there are no stable individual differences.
Perhaps some people within the group scored higher than they did before, and
others lower, although the mean level of the trait remains the same. In addition, it
is possible to have a situation in which there are very stable individual differences
and where the sample as a whole has risen or fallen considerably on their mean
score on a trait. This could occur if, for instance, many people remain within
two to three points of their previous score — showing individual stability — but it
happens that all of them have decreased by two to three points. There might also
be differences among traits in their stability levels (perhaps extraversion is more
stable than neuroticism), and there might be important aspects of personality that
change rather than remain stable through time.

As to the question of stability in mean levels of traits: between the ages of
eighteen and thirty, mean trait levels of neuroticism, extraversion and openness
have been found to decrease slightly, whereas agreeableness and conscientious-
ness increase slightly. After age thirty the same pattern of changes are observed
over time, but to a lesser extent (McCrae et al., 2000). Overall, mean levels of per-
sonality traits appear to change very little after the age of thirty. In the remainder
of the chapter, the principal issue we are addressing is the stability of individual
differences — rather than group differences — over time.

Empirical studies of stability

The estimated stability of traits prior to the 1970s was often considered to be quite
low (e.g, Neugarten, 1964). However, by the late 1960s Mischel (1968) discussed
a number of studies that provided evidence of impressive long-term stability in
personality trait scores, and stated that ‘the trait-descriptive categories and per-
sonality labels with which individuals describe themselves on questionnaires and
trait-rating scales seem to be especially long lasting’ (Mischel, 1968, p. 35). Costa
and McCrae (1977) reported ten-year stability coefficients for extraversion rang-
ing from 0.70 to 0.84, while those for anxiety and neuroticism fell between 0.58
and 0.69. Leon et al. (1979) studied Minnesota Multiphasic Personality Inventory
(MMP]) scores in seventy males over thirty years. The average stability coefficient
was greater than 0.40, with a thirty-year re-test correlation for social extraversion
as high as 0.74. We illustrate further research by looking at a few of the most
comprehensive projects.

Costa, McCrae and Arenberg (1980) used the Guildford Zimmerman Temper-
ament Survey (GZTS) in a study of over 400 largely middle-class male graduates
who formed part of the Baltimore Longitudinal Study of Ageing (BLSA). Different
age groups — young, middle-aged and old — showed no differences in personality
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trait stability. The six-year stability of the ten GZTS scales ran from 0.71 to 0.83,
with a mean of 0.77. The twelve-year stability of the scales ran from 0.68 to 0.83,
with amean of 0.73. Taking scale reliability into account, the estimated twelve-year
stabilities for the scales ran from 0.80 for emotional stability to 1.0 for ascendance.
The general activity, friendliness and personal relations scales were used to give a
(low) neuroticism level. The six- and twelve-year stabilities of extraversion were
0.82 and 0.78, respectively, and were 0.74 and 0.70 for neuroticism. Costa and
McCrae (1992c¢) reported twenty-four-year stability on the GZTS for a sub-sample;
the coefficients for the ten scales ranged from 0.61 to 0.71, with a median of 0.65.
Correcting for the reliability of the scales, the estimated twenty-four-year stability
rose to between 0.70 and 0.87.

Conley (1985) developed the multitrait-multimethod theory of Campbell and
Fiske (1959) to obtain stability estimates that were not dependent on the use of a
specific personality measure. By assessing different traits using two methods (self-
and other-ratings) on different occasions, Conley argued that three key aspects of
traits could be demonstrated: that a trait can be observed under more than one
experimental condition; that a trait can be differentiated from other traits; and
that individual differences in traits are stable over time. Conley (1985) tested 300
middle-class engaged couples who were first studied in 1935-8 (E. L. Kelly, 1955),
and who rated each other’s traits. Ratings were also made by acquaintances. In
1954-5 189 couples were tested again, and 183 men and 205 women were re-
tested in 1980-1. The subjects were in their early twenties when first tested, and
in their late sixties on the third occasion. The Personality Rating Scale (PRS) of
Kelly was used on the first and second occasions, and the Cornell Medical Index
on the third occasion. The PRS was factor analysed and showed the following
traits across men and women: neuroticism, social extraversion, impulse control
(like conscientiousness) and agreeableness. Therefore, factors similar to four of
the Big Five factors were assessed.

Conley’s (1985) main results are shown in Table 3.1. The first line of correlations
in the table is an estimate of the inter-rater reliability for each trait based upon the
five acquaintances that rated each subject at time 1. The second, fourth, sixth and
eighth lines of the table demonstrate that different traits do not have substantial
cross-correlations, which argues for the distinctiveness of the traits — and the fact
that any stability is not a mere artifact of the method used. Line 3 demonstrates the
agreement among self, partner and acquaintances for each trait at the same occa-
sion, and shows good agreement for neuroticism and social extraversion, modest
agreement for impulse control, and limited agreement for agreeableness. Line 5 has
the agreement of the same person (self or partner) on the same trait across almost
twenty years; again the stability is good for neuroticism and social extraversion,
and slightly lower for impulse control and agreeableness.

Line 7 of table 3.1 is the most important of all. It has the correlations for the
same traits in the same people — but rated by different people — across twenty years.
That is, the self-assessed trait in 1935 is correlated with the partner’s assessment
in 1954, and vice-versa. For neuroticism, social extraversion and impulse control,
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Table 3.1 Inter-trait correlations obtained by Conley (1985)

Social Impulse

Neuroticism Extraversion Control Agreeableness

m w m w m w m w
1. Ts M; Oy 76 77 70 66 59 67 64 50
2. Tq M; Oy 07 05 06 06 07 07 07 08
3. Ty My Oy 48 39 52 48 36 38 27 25
4. Tq My Oy 07 11 11 11 08 10 08 11
5. Ts M Oy 50 39 47 52 32 43 33 46
6. Tq M Oq4 08 07 08 12 10 15 10 08
7. Ts My Oq4 43 30 36 41 30 29 16 17
8. Ta My Oy 08 10 11 11 09 11 09 09

Note m = men, w = women

T = trait (s = same trait, d = different trait)

M = method (s = same rater, d = different raters)

O = occasion (s = same occasion, d = different occasion/i.e., 1935 vs 1954)
Source Conley (1985)

the correlations range from around 0.3 to over 0.4. For agreeableness, the cor-
relations for men and women are 0.16 and 0.17, respectively. Conley concluded
that

for each of the three traits [of] neuroticism, social extraversion and impulse con-
trol, a substantial proportion of the longitudinal stability variance is generalisable
across methods of assessment. Furthermore, these three traits remain distinct over
the decades of adulthood, and their discriminant validity over time is as impressive
as their convergent validity over time.

Studies of the Big Five and Eysenck traits

Studies based explicitly on the Big Five and Eysenck traits (as opposed to traits
that may fall outside these models) confirm stability. Costa and McCrae (1988)
presented data for the six-year self-rated stabilities of neuroticism, extraversion
and openness in 398 men and women; they were 0.83, 0.82 and 0.83 respectively.
When corrected for the scale reliabilities the estimated six-year stability of neu-
roticism was 0.95, of extraversion, 0.90, and of openness, greater than 0.95. The
three-year correlations for agreeableness and conscientiousness in a sub-sample
of 360 participants were 0.63 and 0.79 respectively, confirming that agreeable-
ness tends to be less stable than other traits. The stability of trait ratings made
by others was of a similar magnitude to self-ratings, confirming that it is not just
self-perceptions that remain stable over time. A later study of personality ratings
using the NEO Personality Inventory with a seven-year delay found the following
stability coefficients: neuroticism, 0.67; extraversion, 0.81; openness, 0.84; agree-
ableness, 0.63; conscientiousness, 0.78 (Costa and McCrae, 1992c). Costa and
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McCrae (1994; 2000) combined data from several longitudinal studies of traits,
using a variety of instruments, with time intervals varying from six to thirty years.
Median stability coefficients for the Big Five traits in these studies were as fol-
lows: neuroticism, 0.64; extraversion, 0.64; openness, 0.64; agreeableness, 0.64;
and conscientiousness, 0.67.

Eysenck’s factors appear to have similar stability levels to those mentioned
above. The six-year stability coefficients of the Eysenck Personality Question-
naire dimensions in 225 Dutch, middle-aged men and women were: psychoticism,
0.61; extraversion, 0.84; neuroticism, 0.73; and lie scale, 0.75 (Sanderman and
Ranchor, 1994). Stability of the Eysenck Personality Questionnaire was examined
by Wilson, Deary and Maran (1991) in eighty-nine ear, nose and throat patients
who were followed up after an average delay of two and a half years. They found
stability coefficients for neuroticism, extraversion and the lie scale of 0.60, 0.64,
and 0.54, respectively, but the psychoticism scale over the same period was close
to zero (0.02). Stabilities may be even higher when correlations are corrected to
take into account the reliabilities of the trait assessments. Conley’s (1984) review
of neuroticism, extraversion and impulse control traits found stabilities of 0.6 over
ten years, 0.4 over twenty years and 0.3 over thirty years or more. However, much of
the apparent instability was due to period-free reliability. When this was taken into
account the annual stability of the three traits was 0.98; as a result, the estimated
stability over forty years was 0.45.

Schuerger, Zarella and Hotz (1989) re-analysed personality stability from 106
sources involving eighty-nine studies that made use of at least one of the follow-
ing instruments: the High School Personality Inventory, the 16PF, the Minnesota
Multiphasic Personality Inventory, the Myers-Briggs Type Inventory, the Califor-
nia Personality Inventory, the Guildford-Zimmerman Temperament Scales, the
Edwards Personal Preference Schedule and the Omnibus Personality Inventory.
Anxiety (like neuroticism) and extraversion scales were derived from each instru-
ment and their homogeneity adjusted to an average length of fifty items. Figure 3.1
shows the stability of anxiety, extraversion and all scales in this large review. There
appears to be an exponential decay in stability over time, which eventually reaches
a stable asymptote, at about 0.6 for extraversion, and rather less for anxiety and
the average of all scales. Patient and prisoner groups showed lower stability than
normals. Scale homogeneity and length of scale made important contributions to
stabilities.

Stability: further issues

Large-scale reviews and large single studies offer overwhelming evidence for the
stability of personality traits over many years. Extraversion appears to be partic-
ularly stable, with good evidence for the high stability of neuroticism, openness
and conscientiousness. Agreeableness would appear to be less stable. Some puz-
zles remain, such as the greater stability of extraversion compared with that of
neuroticism. Costa and McCrae (1977) suggest that temporary stresses have an
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Figure 3.1 Decline in reliability over time of traits
Source Schuerger et al. (1989)

effect on neuroticism levels or that people with high neuroticism levels change
slightly through therapy or the counselling of friends. However, such intuitively
plausible suggestions are not necessarily correct. As discussed further in chapter
12, extraversion and neuroticism have been found, in prospective studies, to in-
fluence future numbers of objectively measured positive and negative life events,
rather than the reverse (Magnus et al. 1993). In an eighteen-year longitudinal study,
depression was not found to have a recurrent effect on neuroticism scores, even
though the individual differences in the personality traits were highly stable over
the duration of the study (Duggan et al. 1991).

Itisunclear, despite the evidence for the stability of traits over time, whether there
may in fact be systematic changes in personality. McCrae (1993) argued that change
in personality over time in normal adults might be a result of measurement error. He
recommended that further studies be conducted on personality change, particularly
studies that involve children, patients who have received interventions or therapy
after illnesses, and older people. For example, Asendorpf (1992) has shown that
stability in children’s non-family environment (e.g., at school) affects the stability
of their inhibition scores, and personality changes in people with Alzheimer’s dis-
ease have been documented (Siegler et al, 1991). Studies have also shown that some
traits change in line with predictions from Erikson’s (1963) developmental stage
theory (trust versus mistrust, identity versus identity diffusion and intimacy versus
isolation), although the ‘growth’-oriented scales show stabilities similar to other
traits. Some of the most important developments in exploring trait stability from
childhood onwards have been in long-term longitudinal studies of childhood tem-
perament linked to adulthood personality traits, and in retrospective studies of
adults who also have archival data on personality from their childhood. It is to
temperament and the stability of personality from childhood to adulthood that we
turn next.
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Temperament

A construct similar to that of traits is ‘temperament’. Bates (1987) pro-
vides a definition of temperament that captures its distinctive characteristics: bi-
ologically rooted individual differences in behaviour tendencies that are present
early in life and are relatively stable across various kinds of situations and over the
course of time. To some extent, temperament research is simply the investigation of
traits in infancy and childhood, but it does have distinctive features. First, because
infants cannot complete questionnaires, temperament research makes greater use
of objective behavioural measures, and of observer ratings of behaviour. Parents
or teachers may complete questionnaires on the child’s behaviour, or temperament
may be assessed through structured observation (see Bates, 1987). McCrae et al.
(2000) argue that the distinction between temperament and trait research is that
the goals and methods in the two traditions differ: researchers of temperament
are interested in the process and mechanism of temperamental dispositions; trait
researchers tend to focus on the consequences and correlates of traits (such as
conscientiousness and job performance or health).

Second, although temporal stability of temperament is expected, the concept is
embedded in processes of developmental change resulting from maturation and
learning. Hence, the salience and behavioural expression of temperament may
vary with age, and test-re-test correlations between specific temperament mea-
sures taken at different ages are often modest, especially in infancy (Bates, 1987;
Lewis, 2000). For example, inhibition of approach, which may relate to anxious
personality, develops only after an age of six months or so, when the child may
become hesitant in grasping a novel toy (Rothbart, 1988). In longitudinal studies of
inhibition, different measures must be used at different ages. In a study by Kagan,
Reznick and Sidman (1988), discussed further in chapter 7, inhibition at twenty-
one months was assessed on the basis of behavioural signs such as clinging to the
mother, cessation of vocalisation and reluctance to approach unfamiliar stimuli. At
seven and a half years, inhibition was measured using a composite of spontaneous
comments made by the child to other (unfamiliar) children and adults and the time
the child chose to spend apart from other children. The correlation between aggre-
gate indices of inhibition at the two times was 0.67, showing continuity between
behaviours at the two ages, although the specific behaviours themselves differed.

There are two distinct strands of research on temperament. The first, pioneered
by Thomas and Chess (1977), is based on developmental psychology. The distinc-
tion between personality and temperament is rather fuzzy, and some researchers
(e.g., Buss and Plomin, 1984) see temperaments as simply the sub-class of per-
sonality traits that are inherited. The second strand originates in Eastern Europe
and the former Soviet Union, and seeks to use Pavlovian accounts of fundamental
properties of the central nervous system as the basis for explaining individual dif-
ferences in temperament. The most comprehensive theory of temperament of this
type (Strelau, 1983) draws a sharp distinction between temperament as biological
in nature, and personality as a product of socialisation. In the remainder of this
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Table 3.2 Components of temperament described by Buss and
Plomin (1984)

Temperament Component
Emotionality
— Fear Sympathetic activation
Apprehension, worry
Fear face

Escape, avoidance
— Anger Sympathetic activation
Transient hostility
Angry face, pout
Angry aggression

— Distress
Activity Tempo
Vigour
Endurance
Sociability Tendency to affiliate

Responsivity when with others

section on temperament, we review some of the constructs developed by these two
approaches, and their relationship to traits.

Measures of temperament

Buss and Plomin (1984) distinguished between three basic temperaments referred
to as ‘EAS’ or emotionality, activity and sociability, which break down into more
specific components, as shown in table 3.2. Temperament was assessed using
the EAS Temperament Survey (EAS-TS), which measures emotionality through
the basic emotions of fear and anger, together with distress in the more recent
version of the questionnaire. These components meet several criteria for valid
dimensions of temperament listed by Buss and Plomin (1984); they are heritable,
stable, predictive of adult personality, and adaptive in the evolutionary sense. Buss
and Plomin also argued that the EAS temperaments are evident in other primates.

Various other descriptive frameworks have been proposed. Thomas and Chess
(1977) listed nine dimensions, and Derryberry and Rothbart (1988) proposed no
fewer than nineteen, but most of these dimensions appear to relate conceptually
to the EAS temperaments. For example, the (negative) emotionality temperament
(Buss and Plomin, 1984) may also relate to constructs such as negative versus
positive emotionality, difficultness, low adaptability (Thomas and Chess, 1977),
and low ego resiliency (Block and Block, 1980). Marin, Wisenbaker and Hat-
tunen (1994) reviewed twelve large sample factor analyses of instruments based
on the Thomas and Chess dimensions. They proposed a seven factor model,
comprising dimensions of activity level, negative emotionality, task persistence,
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adaptability/agreeableness, inhibition, rhythmicity and threshold. However, such
results tend to be less consistent across different methods than for adult personality.
Martin et al. (1994) found that more dimensions (five to seven) were identified in
studies using parent ratings than in studies using teacher ratings (three or four). A
review of 119 studies of cross-method correlations suggested that inter-correlations
between parent, teacher and self-ratings range from 0.20 to 0.27 (Achenbach,
McConaughy and Howell, 1987). There is considerable evidence from longitudinal
studies supporting the validity of various temperamental measures as predictors of
subsequent behaviours; for example, excessive emotionality is predictive of subse-
quent behavioural problems (Eisenberg, Fabes and Loyola, 1997; Southam-Gerow
and Kendall, 2002).

Rothbart’s (e.g., Rothbart and Bates, 1998) model of temperament has three
principal elements: a measurement model distinguishing different dimensions of
temperament, an account of the biological bases for the dimensions, and an account
of how temperament influences emotional behaviours and self-regulation. The
Children’s Behavior Questionnaire (CBQ: Rothbart et al. 2001) is completed by a
caregiver, and assesses fifteen primary temperament dimensions, in children aged
three to seven, with good or adequate reliability. Factor analyses of these intercor-
related dimensions identified three nearly independent higher-order factors: Neg-
ative Affectivity (e.g., discomfort, fear, anger, sadness), Extraversion/Surgency
(e.g., high intensity pleasure, activity, impulsivity) and Effortful control (e.g., in-
hibitory control, attentional focusing, low intensity pleasure). An Infant Behavior
Questionnaire (IBQ: Rothbart, Derryberry and Hershey, 2000) measures some
related dimensions from the caregiver’s reports of behaviours in infants, in the lab-
oratory. Rothbart et al. (2000) showed, in a small sample of twenty-six, that these
behaviours showed moderate stability from infancy to seven years. Furthermore,
laboratory behaviours measured at thirteen and a half months predicted aspects
of temperament at age seven. Several studies reviewed by Kochanska, Coy and
Murray (2002) have validated the Rothbart et al. (2001) dimensions as predictors
of self-regulative behaviour; for example, effortful control tends to relate to greater
compliance with the mother’s requests.

Rothbart and Bates (1998) link negative affect and extraversion to largely subcor-
tical brain systems for punishment/avoidance and reward/approach respectively,
sometimes described as behavioural inhibition and activation systems (BIS and
BAS: see chapter 7). Rothbart also recognises differences between different com-
ponents, e.g., between fear and anger as elements of negative affectivity. Beyond
this psychobiological orthodoxy, Rothbart (e.g., Posner and Rothbart, 2000) has
also emphasised the importance of high-level attentional networks that control both
cognition and emotion. The Effortful control component of temperament is sub-
stantially defined by resistance to distraction, and may be supported by an anterior
attentional system that affords executive control of attention, a system that contin-
ues to develop anatomically throughout childhood (Rothbart and Bates, 1998).

Much of the theoretical thrust of the above approaches to temperament is con-
cerned with the interplay between biological predispositions and socialisation.
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Few would disagree with Kagan’s (1989) general statement that the child must
learn to exercise voluntary control over its temperamental inclinations. ‘Human
behaviour is, some of the time, the product of the imposition of deliberative pro-
cesses on the invisible, uncontrollable forces that both biology and history have
created’ (Kagan, 1989, p. 674). However, there are various perspectives on the
nature of control mechanisms. Derryberry and Rothbart (1988) emphasise the
in-built regulative mechanisms that the child inherits as part of the package of
temperament-related functions. They see self-regulatory functions such as atten-
tion, approach and inhibition as serving to modulate reactive functions such as the
arousal of motor activity, affect and physiological systems. In contrast, Thomas
and Chess (1977) emphasise the social interaction between child and caregiver, and
the match or goodness of fit between the child’s temperament and the caregiver’s
style of interaction with the child. For example, if the child is temperamentally
active, the success of caregiving may hinge on channelling that activity into ac-
ceptable pursuits. However, as Chess and Thomas (1984) point out, ‘poorness of
fit’ does not necessarily lead to maladjustment. Speculatively, it is possible that
innate self-regulation mechanisms may sometimes compensate for poor quality
interaction with parents.

Conversely, poor self-regulation exacerbates problems: children whose temper-
ament is characterised by high emotional intensity react to adult anger with distress
and aggressive behaviour, perpetuating a dysfunctional cycle of interaction (Davies
and Cummings, 1995). Results of studies that tested for interaction between tem-
perament and parenting behaviours are rather mixed and inconsistent (Bates and
McFadyen-Ketchum, 2000). However, it seems that fearful children benefit from
gentle rather than harsh forms of control, and temperamentally unco-operative
children are less likely to develop conduct problems if the mother uses more re-
strictive parenting control. In shaping the development of their children, parents to
some extent respond to children’s biologically influenced temperament. Constitu-
tional temperament and the socialisation experiences provided by the environment
interact to shape personality development.

The neo-Pavlovian tradition

Temperament research in the neo-Pavlovian tradition derives from the hypothesis
of Pavlov, Teplov and Nebylitsyn (see Mangan, 1982, for a review) that the central
nervous system (cns) has general, formal characteristics, and that these charac-
teristics can be assessed both psychophysiologically and behaviourally (through
conditioning, for example). For instance, individuals differ on their ‘strength of
excitation’ of the nervous system, that is, the length of time that the cns maintains
its responses in the face of intense or prolonged stimuli. The strength of excitation
can be measured by techniques such as testing the effect of an extra, intense stimu-
lus on a person’s visual threshold (Mangan, 1982). At a behavioural level, strength
of the nervous system may be inferred from the ability to maintain performance on
a task under high levels of stimulation. Presumably, heavy-metal guitarists have
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Table 3.3 Scales of the Formal Characteristics of Behaviour-Temperament Inventory

Scale Temperamental characteristics

Briskness Tendency to react quickly, maintain a high tempo of activity and
to shift response easily when surroundings change

Perseverance Tendency to continue and repeat behaviour after cessation of
evoking stimuli

Sensory Sensitivity Ability to react to sensory stimuli of low stimulative value

Emotional Reactivity Tendency to react to affective stimuli with high emotional
sensitivity and low emotional endurance

Endurance Ability to react adequately in situations requiring long-lasting or
high stimulative activity and tolerance of external stimulation
Activity Tendency to undertake behaviour of high stimulative value or

which provides strong stimulation from surroundings

Source Strelau and Zawadki (1995)

strong (or pharmacologically fortified) nervous systems. Strength of the nervous
system may be one of the bases of extraversion (Gray, 1964), as extraverts ap-
pear to tolerate stimulation better than introverts (Eysenck and Eysenck, 1985).
Sensory threshold studies (Shigehisa and Symons, 1973) are consistent with this
hypothesis.

In an extended programme of research, Strelau (e.g., 1983; Strelau and
Zawadzki, 1995; Strelau, 2001) has developed a temperament theory based on
Pavolvian concepts. He acknowledges that it is often difficult to distinguish tem-
perament and personality clearly, but lists five discriminating features:

1 Determinants of development: temperament is biologically based, whereas per-
sonality is shaped by social processes such as social learning.

2 Developmental stages: temperament appears in infancy, but personality gradu-
ally develops during childhood, and continues to change in the adult.

3 Species specificity: temperament characterises all mammals, but personality is
exclusively human.

4 Behavioural characteristics: temperament relates to formal characteristics such
as the energy or rapidity of response, but personality relates to the meaningful
content of actions.

5 Regulative functions: temperament modifies specific behaviours, but personality
relates to central integrative functions that ensure that behaviours are consistent
and that goal-directed activities maintain their personal relevance.

Strelau developed a series of questionnaires that attempted to measure the
Pavlovian constructs, and from these he formulated his own theory of temperament.
Table 3.3 lists the scales of Strelau and Zawadzki’s (1995) Formal Characteris-
tics of Behaviour—Temperament Inventory (FCB-TT). Briskness and perseverance
are, naturally, time-related behaviours; the remaining scales (e.g., endurance) are
energy-related behaviours. Endurance is the scale that related most closely to the
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strength of excitation of the cns. Strelau and his associates have reported a number
of studies linking temperament scales to Pavlovian behavioural and psychophysi-
ological measures (e.g., Strelau, 1983; Klonowicz, 1987). Results of these studies
are, so far, inconclusive, with several failures to obtain predicted relationships
between questionnaire measures of strength of the nervous system and Pavlovian
measures (Strelau, 1991). One source of difficulty is that the various Pavlovian
indices of strength may be poorly inter-correlated (Strelau, 1991). It is debatable
whether Pavlovian constructs are just difficult to measure, or fundamentally mis-
conceived. As we shall see in chapter 7, there are also some problems with the
construct of cortical arousal.

The relationship between temperament and personality

At a conceptual level, the relationship between personality and temperament is
often confusing. Temperament is sometimes considered to be synonymous with
personality, as in psychobiological trait theories (Cloninger, 1987), or temper-
ament may be considered to be a subset of personality (its biological compo-
nents), or the two types of construct may be considered to be conceptually distinct,
if strongly related (Strelau, 1983; 2001). The personality—temperament relation-
ship may also be tackled psychometrically: there are often substantial correlations
between neo-Pavlovian constructs and traits such as extraversion and neuroti-
cism (Mangan, 1982). Strelau and Zawadzki (1995) report the most comprehen-
sive study, factor analysing the FCB together with the EPQ, NEO-FFI, EAS-TS
and various other personality and temperament scales in a sample of 919 Poles.
Table 3.4 shows some of the factor loadings. The NEO-FFI loadings show that
the factors resemble the Big Five, although some of the variance in C relates to
a low P/high A factor. An additional factor, not shown in table 3.4, related to the
rather narrow quality of rhythmicity of behaviour. The neuroticism factor appears
to account for a substantial amount of the variance in both the FCB-TI measures
and in the three sub-scales of Buss and Plomins’ (1984) Emotionality dimension.
Extraversion relates to EAS-TS Activity and Sociability and to FCB-TI Activity.
Although Strelau and Zawadzki’s (1995) results establish measurement overlap
between temperament and personality measures, a number of questions remain
open. On the basis of factor analysis, one might argue that temperament scales
are just providing alternate measures of personality traits, or, alternatively, that the
NEO-FFI and EPQ-R dimensions should be related to temperament rather than
personality. A further possibility is that temperament and personality traits are
distinct, but highly correlated because personality development is influenced by
temperament. Implications of data are also limited by the use of an adult sample.
Temperament and personality may be more sharply distinguished in children, even
if they tend to converge in adults. The five factor model is quite well supported in
studies of both parents’ and teachers’ ratings of children (Robins, John and Caspi,
1994; Mervielde, Buyst and De Fruyt, 1995), but factor analytic studies such as that
of Mervielde, Buyst and De Fruyt (1995) have not tried to distinguish between
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Table 3.4 Selected loadings of personality and temperament scales on five factors

Factor
I II I v A"

FCB-TI Briskness —38 57

Perseverance 69

Sensory Sensitivity 69

Emotional Reactivity 79

Endurance -59 47

Activity 71
EAS-TS Activity 56 46

Sociability 70

Fearfulness 70

Distress 79

Anger 64 -33
EPQ-R Extraversion 79

Neuroticism 84

Psychoticism =77
NEO-FFI N 76

E 86

(0] 77

A 80

C 55 54

Note We have omitted one factor related to rhythmicity, and loadings for scales of two
additional temperament measures. Fearfulness, Distress and Anger represent Emotionality
on the EAS-TS

Source Strelau and Zawadkzi (1995)

personality and temperament. Strelau (2001) sees temperament as inextricably
linked with the concepts of traits, and sees temperament as a distinct biological level
of explanation for individual differences. However, there is insufficient empirical
evidence to judge whether this level of reductionism is necessary. As we shall
see in chapter 7, most psychobiological researchers are content to link personality
directly to biology.

Temperament, personality and stability: longitudinal
studies

Results from some impressively data-rich longitudinal studies from
around the world have become available towards the start of the twenty-first cen-
tury. Such studies provide important insights into the development of personality
from birth through to adulthood. For example, the New Zealand based Dunedin



Personality across the life span

Box 3.1 Does personality change in old age?

Little work has been carried out on the Big Five factors, but distress and
anxiety, aspects of neuroticism, in old age are much more widely studied. In
one such study, the Longitudinal Aging Study Amsterdam (LASA) of men
and women aged fifty-five to eighty-five, 2,165 participants were followed up
for three years (De Beurs et al., 2000). At baseline, the predictors of being
anxious were being female, having hearing or eyesight problems and con-
current significant life events. Over the three years, levels of neuroticism on
the Dutch Personality Inventory predicted chronic anxiety; after controlling
for neuroticism, it was found that, independently of other life events and
decline in cognitive function, the death of one’s partner was predictive of in-
creased levels of anxiety. Such personality changes in reaction to distressing
life events fits in with Baltes (1987) life span view of personality development
as arising from interactions between biological, social and psychological fac-
tors (McFadden, 1999). Erik Erikson’s theory of psychosocial development,
in the tradition of ego psychology, has emphasised the development of indi-
viduals as they enter different stages of life. While aspects of his ideas have
been tested empirically, showing predicted increases in trust and intimacy (see
chapter 5), some of the changes predicted by his model have not been demon-
strated. The widely discussed increase in life span in Western countries means
that research in personality change and stability into old age, during times of
highly prevalent physical changes, is a high priority.

Study has studied the temperament and personality development of 1,037 boys
and girls from their birth in 1972-3, and is continuing to follow up the sample
(Caspi, 2000; Roberts, Caspi and Moffitt, 2000). The California based Terman
Life-Cycle Study has provided data on the personality and life course of a sample
of over 1,500 intellectually gifted children (e.g., Martin and Friedman, 2000). An
international group of researchers has combined personality data from German,
British, Spanish, Czech and Turkish samples of adolescents and adults to provide
information on personality development (McCrae et al., 2000). There are fewer
studies of traits in old age, but in box 3.1 we describe some types of work that
have been carried out in samples of older people.

The Dunedin Study is a prospective and longitudinal study that collected
information on the same individuals on several occasions: birth, age 3, 5, 7, 9,
11, 13, 15, 18 and 21 (Caspi, 2000). Because it was a carefully sampled birth
cohort, it is representative of the general population, and it has not suffered from
high attrition: 97 per cent of the study sample were tested at the latest wave,
when they were twenty-six. The first waves of testing were designed to assess the
children’s temperament type: well-adjusted, undercontrolled, or inhibited. Well-
adjusted children (n=405) were able to control themselves, were self-confident,
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Box 3.2 Early temperament and criminal behaviour

The Dunedin longitudinal study of temperament and personality development
studied children from birth, into adolescence and beyond (Caspi, 2000). At
age three, children were classified into three temperament groups: undercon-
trolled (n=106), inhibited (n=80) or well-adjusted (n=405). At age twenty-
one, the participants filled in the Self-Report Delinquency Interview (Moffitt
etal., 1994). This scale asks about criminal-type behaviours in the past twelve
months such as burglary, assault or vandalism. Children who had been under-
controlled at age three were significantly more likely to report being involved
in such behaviours at age twenty-one. In addition, independently obtained
criminal convictions data showed that 14 per cent of undercontrolled chil-
dren had more than one conviction by the age of twenty-one, in comparison
to 6 per cent of well-adjusted children and 7 per cent of inhibited children.
Moreover, the undercontrolled children were also less likely to report that
their social setting would inhibit criminal behaviour: their ‘perceived social
deterrents to crime’ scores were significantly lower than either the inhibited or
well-adjusted children. Personality disorders were also more prevalent in un-
dercontrolled children: 7 per cent were diagnosed with antisocial personality
disorder by the age of twenty-one versus approximately 3 per cent in the other
two groups. It should be noted that only a small proportion of children of any
temperament type were involved in criminal activities, and that associations
do not imply that the temperament itself, rather than the situational context
of the family or peer group (perhaps affecting temperament measures even
at age three), causes the criminal behaviour. However, the findings indicate
that early childhood temperament could act as a marker for possible problem
behaviours later on.

and were not overly upset by new people or situations. Undercontrolled children
(n=106) were impulsive, restless, easy to distract and emotionally labile. Inhibited
children (n=80) were fearful, hesitant socially and were upset by new people and
situations. The initial data on temperaments were then analysed in relation to
childhood development and personality at ages eighteen and twenty-one. Using
well-adjusted children as the comparison group, Caspi reported that children in
the ‘undercontrolled’ category were more likely to have behavioural problems
throughout childhood and into adolescence; inhibited types did not suffer from
behavioural problems but tended to deal with problems by internalising them.

At age eighteen, the Dunedin study subjects were assessed on the Multidimen-
sional Personality Questionnaire (MPQ), which measures eight factors, including
‘control’, ‘alienation’, ‘well-being’, and ‘social closeness’ (Caspi, 2000; Roberts,
Caspi and Moffitt, 2000). The three temperamental types showed quite different
personality profiles at ages eighteen, twenty-one and twenty-six. Undercontrolled
children, when adolescents, scored low on control and harm avoidance but high
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on aggression and alienation, and were rated by others as untrustworthy and low
in conscientiousness. Inhibited children as adolescents were high on control and
harm avoidance and low on aggression and social potency (dominance), and were
rated by others as lacking in self-confidence and energy. In addition, the childhood
temperaments were predictive of ‘real-life’ outcomes such that undercontrolled
children were more likely to have participated in criminal behaviour and to have
relationship difficulties. These results are described in more detail in box 3.2. The
effect sizes were small-to-moderate; the temperaments could predict a statisti-
cally significant, moderate amount of variance in personality and behaviours in
adolescence and early adulthood.

The research team also examined the case for temperament/personality change:
whether there were indicators of maturing in personality from age eighteen to
twenty-six (Roberts, Caspi and Moffitt, 2000). In adolescents who were low
in self-control, well-being or social closeness, there were reliable and consis-
tent ‘maturing-type’ changes in these traits from age eighteen to age twenty-six:
self-control, well-being and social closeness increased, and aggression decreased.
Adolescents who already displayed high maturity at age eighteen were least likely
to undergo further personality changes as they entered their twenties. Overall, how-
ever, most of the participants showed reliable changes (changes not attributable to
errors of measurement) on at least one of the eight dimensions.

Caspi and colleagues (2000) conclude that, while their study provides evidence
that childhood temperament does predict some of the variance in behaviours and
personality in later childhood and adolescence, the data ‘suggest that a strict tem-
perament interpretation of personality development is incorrect’. However, they
note that, as with 1Q, our methods of assessing temperament in childhood may
be subject to error, thereby decreasing the predictive power of temperament. They
do, however, find it encouraging that there is evidence of personality maturation
between the ages of eighteen and twenty-six. Their data indicate that temperament
and personality measures in childhood and adolescence are good predictors of
temperament, personality and behaviour in the short term (two to three years) but
the farther away in time the assessment is made, the lower its predictive power.
In a later review, Caspi and Roberts (2001) discuss some of the influences on
developmental personality change, such as family circumstances and peer group
norms, and note that their longitudinal findings from the Dunedin Study suggest
only modest continuity from childhood to adulthood.

Lewis (2001) points out that the modest size of correlations such as those re-
ported by Caspi indicates that very little of the variance in later personality is
accounted for by earlier measures of temperament. Further, he argues that charac-
teristics in children are not consistent in different contexts (such as at school and at
home), and that the rating of children, because of observer bias, is prone to error.
For example, with depression, teachers, parents and clinicians give quite different
ratings of children, all of which are different from the child’s own assessment.
Therefore, postulated influences on change or stability of individual differences
may differ depending on the characteristic measured. Using the most consistent
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rater to try to reduce measurement error does not address the problem that the
characteristic may indeed vary by context, and that inconsistency of ratings is not
a measurement error at all. In addition, apparent consistency of temperament may
be an artifact of recall bias of the raters, who will have constructed their own view
of the child (this artifact may also be apparent in adults, when rating themselves on
personality scales). In addition, contrary to the idea that characteristics are stable,
Lewis explains that attachment, depression and fearfulness in children all vary
according to family circumstances — that they are not fixed by a given point in
childhood (Lewis, 2001). However, it may well be that depression or attachment,
which could be viewed as states rather than traits, are much more prone to measure-
ment error and change over time than other characteristics. These are important
points to consider in the design and interpretation of studies, particularly regarding
measurements and underlying assumptions about the models being tested. As we
saw in chapter 2, progress is now being made on being able to incorporate both
persons and situations into personality research — progress that also needs to be
made into temperament research.

In McCrae et al.’s (2000) study of German, British, Spanish, Czech and Turkish
groups on the NEO-FFI personality scale, the Czech, British, German, Turkish
samples contained adolescents as well as adults. The study was focused on mean
trait stability or change rather than individual trait stability or change. As a whole,
personality data from the five nations showed good internal consistency on the
extraversion, neuroticism and conscientiousness scales. On aggregating the data,
they found that there were declines in neuroticism, extraversion and openness from
ages eighteen to thirty, and increases in agreeableness and conscientiousness. In
fourteen to eighteen year olds, neuroticism and extraversion were higher still than
in eighteen to twenty-two year olds.

Unlike the Dunedin study data, the personality data from the Terman Life Cycle
study were retrospectively gathered from archival sources. In the original Ter-
man study, the 1,528 gifted children were rated by their teachers and parents
on temperament measures (Terman and Oden, 1947). To validate these measures
against the Big Five factors, Martin and Friedman (2000) recruited a new sample
of children and a new sample of adults. The children were rated by parents ac-
cording to the Terman criteria on temperament, as well as on the NEO-PI-R. The
adult sample was asked to complete the NEO-PI-R. In the childhood sample, the
NEO-PI-R five factors correlated modestly with the temperament measures (e.g.,
‘social dependency’ with conscientiousness, r=0.55; ‘cheerfulness-humour’ with
agreeableness, r=0.31). Having converted the temperament measures into Big Five
factors, Martin and Friedman then examined the correlations between the Terman
sample’s childhood scores with their adulthood NEO-PI-R scores: correlation co-
efficients ranged from around 0.14 (between NEO-PI assertiveness and childhood
‘sociability’, re-labelled extraversion) to 0.55 (between NEO-PI gregariousness
and childhood extraversion). Effect sizes of the correlations between childhood
temperament and adulthood personality were small to moderate, as we would
expect from studies such as the Dunedin study. This study importantly suggests
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that data from archival sources can be used to create childhood personality vari-
ables that resemble the Big Five. Such data, while not able to replace prospective,
longitudinal studies of temperament and personality, do help open up the field for
further retrospective data collection to enhance the understandably few long-term,
longitudinal studies that exist.

Together, the three studies — the individual-level, prospective data from the
Dunedin study, the mean-level group data across nations, and the archival data —
suggest that there is some reliable stability within childhood on temperament and
personality measures, and reliable changes in personality measures from adoles-
cence to adulthood. Childhood temperament — to a certain extent — can predict some
behavioural outcomes in adolescence; more mature adolescents are less likely to
show personality changes as they enter adulthood. As we have seen from the ex-
tensive studies on stability of personality in adulthood, there is much less evidence
to show reliable changes in personality within adulthood. Indeed, in their review
of personality development research, Caspi and Roberts (2001) conclude that:
(1) personality continuity from childhood to adulthood is modest; and (2) while
personality traits do not become fixed at a given age in adulthood, consistency over
time, rather than change, is the norm.

Conclusions

1. Empirical studies show that major traits, especially in adulthood, are remarkably
stable over time, and it is difficult to detect patterns of systematic change. Traits
typically appear to have resilience in the face of the normal events of a life,
especially after age thirty. In adulthood, it may take major events such as mental
illness to induce substantial trait change.

2. It is often desirable to assess traits by aggregating measures taken at different
points in time, because this method will tap into behaviours that are most
consistent. However, major trait measures are robust enough that it is valid to
measure traits just once in many different types of investigations. For example,
cross-sectional and longitudinal studies of the relationships between personality
traits and emotional or health outcomes have capitalised on this, as we shall see
in later chapters.

3. Temperament has been presented as a separate conceptualisation from the trait
concept, but, as we have seen, there is a convergence between temperamen-
tal and personality trait constructs in adulthood. Constitutional temperament
interacts with socialisation (environmental experiences) to shape personality
development. Nonetheless, long-term, longitudinal developmental studies have
shown us that childhood temperament does predict some reliable variance in per-
sonality traits and various behavioural outcomes in late adolescence. However,
there are still problems with ratings of characteristics in children, depending on
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the characteristic in question and the rater, and this continues to have implica-
tions for how we study personality development in childhood.

4. In general, the research on traits has tended to strengthen and validate the trait
construct, showing general trait stability in adulthood, and modest correlations
between childhood temperament and adult personality traits. Perhaps it is most
correct to conclude that while personality traits can be described as stable, they
cannot be described as rigid.

Further reading

Caspi, A. and Roberts, B. W. (2001) Personality development across the life course: the
argument for change and continuity. Psychological Inquiry, 12, 49-66.

McCrae, R. R., Costa, P. T., Ostendorf, F., Angleitner, A., Hrebickova, M., Avia, M. D.,
Sanz, J., Sanchez-Bernardos, M. L., Kusdil, M. E., Woodfield, R., Saunders, P. R.
and Smith, P. B. (2000) Nature over nurture: temperament, personality, and life span
development. Journal of Personality and Social Psychology, 78, 173-186.



4 Stable traits and transient states

Introduction: the place of states in trait theory

Traits refer to stabilities of behaviour and beliefs about our enduring
dispositions. However, we must also take into account the variation over time of the
person’s ‘state of mind’ or ‘transient internal conditions’ (Eysenck and Eysenck,
1980). Since antiquity, philosophers such as Aristotle and Cicero distinguished
temporary emotional states from stable dispositions. Someone whose personality
is characterised by trait anxiety is not usually anxious the whole time. The high trait
anxious person may experience feelings of anxiety more often and more intensely
than the low trait anxious person, but, even so, periods of feeling anxious alternate
with periods of more relaxed states of mind (Spielberger, 1966). Similarly, even
extraverts may occasionally wish for solitude, and introverts may sometimes be in a
party mood. Short-lasting, unstable general characteristics of the person, such as a
temporary feeling of anxiety or sociability, are known as states. In principle, states
may refer to any reliably measurable characteristic, but, typically, state variables
refer to conscious, verbally reportable qualities such as moods.

Interest in dimensions of mood goes back to Wilhelm Wundt (1897), but, in
the behaviourist epoch, the field languished until the 1950s and 1960s. Nowlis
(1965) developed a pioneering adjective checklist, requiring the person to rate
how well each adjective corresponded to their present mood. Although Nowlis
hypothesised twelve dimensions of mood, subsequent work has reduced dimen-
sionality to as few as two or three fundamental constructs. Subsequent research
on mood has seen argument over the number and nature of fundamental mood
dimensions, echoing contentions about personality structure. At around the same
time, Spielberger (1966) developed a scale for the emotional state of anxiety, using
questions about the person’s thoughts and feelings, rather than single adjectives.
Emotions are often conceptualised as discrete categories of experience, but Spiel-
berger’s work suggested that anxiety, at least, could be assessed as a continuous
dimension.

Spielberger (e.g., 1966, 1972; Spielberger et al., 1999) also addressed the rela-
tionship between states and traits in the context of anxiety. How exactly do tempo-
rary feelings of anxiety (the state) relate to anxiety-prone personality (the trait)?
Spielberger characterised trait anxiety as a general predisposition to experience
transient states of anxiety. State anxiety was defined primarily by introspective
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verbal report, as consciously perceived feelings of tension and apprehension, but
was expected also to relate to arousal of the autonomic nervous system. Spielberger,
Gorsuch and Lushene (1970) developed a widely used questionnaire, the State-
Trait Anxiety Inventory (STAI), which includes scales for both trait and state
anxiety. [tems on the trait scale concern the person’s usual feelings, whereas state
items inquire about the person’s feelings at the time of completing the question-
naire. Trait and state measures are generally modestly positively correlated, con-
firming that, probabilistically, high trait anxious individuals tend to experience
higher state anxiety than low state anxious individuals (Zeidner, 1998; Endler and
Kocovski, 2001). However, state anxiety is also influenced by situational factors;
even a very low trait anxious person is likely to experience state anxiety if the
situation is sufficiently threatening, such as encountering a masked man with a
knife in a dark alley. Hence, traits and situational threats interactively affect states,
which are the more direct influence on behaviour.

This chapter reviews dimensional models of subjective state, and their relation-
ships with personality traits. We will review the following issues:

Differentiating traits and states. Traits and states can be assessed separately,
depending on the stability of the measurement. We will list psychometric criteria
for distinguishing the two types of construct. Beyond assessment issues, states may
mediate the effects of traits on behaviour. In chapter 2, we discussed the interaction
of trait and situational variables. We will look in more detail at Spielberger’s (1966;
Spielberger et al., 1999) state-trait theory of anxiety, that sees states as transmitting
or mediating the behavioural consequences of traits, in interaction with situations.

Dimensional structure of states. Individual differences in states are of interest
in their own right. Just as we can use techniques such as factor analysis to identify
the principal trait dimensions, such as the Big Five, so too we can attempt to
determine the main dimensions of mental states. We will review psychometric
studies of mood, and of other attributes of state, and the experimental studies that
validate measures of the main dimensions.

Effects of traits on states. Empirical studies show that traits and states are of-
ten correlated. In particular, extraversion tends to relate to positive mood, and
neuroticism to negative mood. We will review studies that suggest some direct
correspondence of these trait and state constructs, together with evidence suggest-
ing an interactionist perspective may be more appropriate.

Trait-state models

Zuckerman'’s criteria for state measures

Spielberger’s state-trait model of anxiety illustrates informally the distinction be-
tween states and traits. However, we also need more formal psychometric criteria,
so that we can assess whether a questionnaire is in fact measuring a trait or state.
Next, we present a formal set of criteria proposed by Zuckerman (1976), having
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re-worded them somewhat and illustrated their application to distinguishing trait
and state anxiety.

1 Trait and state tests should have high internal consistency. Trait tests should
show high retest reliability, but state tests should not.

The assumption here is that traits are stable over time, but states tend to
fluctuate; hence, a measurement of how anxious a person feels on any one
occasion gives only a poor indication of their state anxiety a day or a week later.
Thus, the trait and state measures are distinguished not only by their content
and/or the instructions given to subjects, but also by the formal psychometric
property of test-retest reliability (stability) over durations of a day or more.
For example, for the STAI, Spielberger et al. (1999) quote typical stability
coefficients of around 0.8 for trait anxiety and 0.33 for state anxiety.

2 Trait and state tests that purport to measure the same construct should correlate to
alow degree, but valid trait tests should correlate moderately with the aggregate
mean of a series of state tests completed on different occasions.

Because states fluctuate, the trait is typically rather weakly related to any
single administration of the state measure. Suppose though that we assess state
anxiety on several occasions and compute the mean for each subject. This mean
provides an index of the person’s typical level of state anxiety, which should be
more strongly related to trait anxiety than to any single state anxiety measure.
Zuckerman (1976) provides empirical data which support this contention. He
argues that traits may simply represent averages of states over time. This view of
traits suggests structural equivalence between traits and states; there should be
a corresponding trait dimension for every state. Aggregation of single-occasion
data is, as discussed in chapter 2, a well-established tactic for increasing the
predictive validity of traits.

3 A valid trait test should correlate more highly with related trait measures than
with other state tests. In contrast, a state test should correlate more highly with
other concurrent state measures than with trait measures.

This criterion emphasises that conceptually related trait and state constructs,
such as trait and state anxiety, are psychometrically distinct. For example, trait
anxiety should be more strongly related to similar traits, such as neuroticism,
than to state anxiety. Conversely, state anxiety should be more strongly related
to other concurrently assessed negative mood measures than to trait anxiety.'

4 State but not trait measures should be sensitive to immediate conditions that are
expected to affect the relevant construct.

Experimental manipulations of threat should influence state anxiety. How-
ever, the trait scale aims to measure only the stable predisposition to threat,
which is the same regardless of the degree of threat afforded by the immediate
environment. Ideally, therefore, trait anxiety scores should be unaffected by the
level of immediate threat. As Eysenck and Eysenck (1980) also point out, the
state change response to immediate conditions may be moderated by traits, as
discussed further below.
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Figure 4.1 A state-trait model for detrimental effects of anxiety on information-
processing and performance
Source Eysenck (1982)

Causal status of states as mediating variables

Trait-state models are important because they tell us something about how traits
influence behaviour, i.e., about cause and effect. A basic principle of these models
is that trait effects on behaviour are mediated by states, i.e., that states have a more
direct effect on behaviour than do traits. Figure 4.1 shows a simplified version
of Spielberger’s (1966) model proposed by Eysenck (1982) as an explanation for
anxiety effects on performance. The effects of trait anxiety are indirect; the trait,
together with situational factors such as external stressors, influences the state, but
it is the state which directly influences internal processing activities, and hence
behaviour. Suppose we have two individuals, one high and one low trait anxious,
but both having the same elevated STAI state anxiety score. We might then predict
that both should tend to perform equally poorly due to their high state anxiety
(other factors being equal). Both individuals should show the same behavioural
impairment, despite their differences in personality. This prediction succeeds fairly
well for certain kinds of anxiety-induced performance impairment. For example,
state anxiety is more reliably associated with short term memory impairment than
is trait anxiety (Eysenck, 1982).

However, issues of causality and mediation are frequently problematic, in the
psychology of traits as in other disciplines. States may sometimes mediate trait
effects, but sometimes it is not so simple to trace the causal path from trait to
state to behaviour. In some situations, behavioural differences between high and
low trait anxious individuals are found even if they are matched for state anxiety.
As we shall see in chapter 12, anxiety relates to selective attention for threat
stimuli, and, in this instance, trait anxiety is a stronger predictor of measures of
attention than state anxiety (M. W. Eysenck, 1992). Trait anxious subjects may
anticipate potential threats even if they are not actually experiencing state anxiety,
leading to a ‘hypervigilant’ scanning of the environment for threat. Extraversion
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and neuroticism appear to be linked to cognitive biases in processing affective
information that are not mediated by mood (Zelenski and Larsen, 2002). The
effects of traits on behaviour may also be mediated by the skills and learned
responses the individual brings to a particular context. For example, high N and
high trait anxiety individuals may learn to avoid social situations, leading to poorer
social skills and shyness (Cheek and Melchior, 1990). Similarly the ‘test anxiety’
that some students experience in examination settings can be assessed as a trait
that is correlated with performance impairment (Zeidner, 1998).

However, there appear to be at least two causal paths for this effect. In some
students, the anxiety state does seem to cause performance impairments, medi-
ating the effect of trait anxiety (Sarason, 1984; Zeidner, 1998). In others, state
anxiety is raised because they are poorly prepared, and it is lack of preparation
and learning rather than anxiety which is the main cause of their poor performance
(Mueller, 1992). Thus, states are one important factor that mediate trait effects on
performance, but other causal mechanisms may operate also.

Theories of state mediation

Addressing the causality issue requires a theory of how traits, states and behaviour
may be interrelated. In particular, we would like to know whether states act as
indices or markers for underlying biological or cognitive processes which are
the true causal factors. For example, state anxiety might be a marker for brain
processes initiated by signals of threat (Gray, 1991), or for information-processing
associated with threat anticipation. (As we shall see in chapter 12, the information-
processing hypothesis is better supported by the empirical data than physiological
theories.) A good theory would explain how traits influence states and behaviours in
terms of specific mechanisms, rather than just describing a probabilistic trait—state
relationship without insight into its origins.

In fact, theories in this area are quite varied, and both psychobiological and
cognitive explanations have attracted interest. Traits may indeed operate through
influencing the way the brain responds to stimuli, as further discussed in chapter 7.
For example, Eysenck (1967) proposed that extraversion—introversion relates to
arousability of the reticular formation and cerebral cortex, such that the cortex
tends to be in a higher state of arousal in introverts than in extraverts. It may be
individual differences in cortical arousal state that are responsible for emotional
and behavioural differences between extraverts and introverts. It is claimed that
moderate levels of arousal promote optimal mood, so we might expect that ex-
traverts would be happiest in stimulating environments, whereas introverts would
feel best in low-arousal settings.

An alternative biological theory (Gray, 1987; Pickering et al., 1997) distin-
guishes various brain systems that include a Behavioural Activation System (BAS),
controlling sensitivity to reward stimuli, and a Behavioural Inhibition System
(BIS), controlling sensitivity to punishment stimuli. The BAS may influence pos-
itive emotional states. As we shall discuss shortly, it may be more easily activated
in extraverts than in introverts, so that extraverts tend to be more cheerful and
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exuberant than introverts. Again, on the state-trait principle, these differences in
emotional state may be responsible for behavioural differences between extraverts
and introverts. In addition, activity of the BIS may be experienced as negative
emotion. Trait anxiety and neuroticism have been linked to greater sensitivity of
the BIS, so that these traits make the person prone to negative affects such as
anxiety and depression (see chapter 7).

From the neuroscience perspective, traits correspond to brain systems whose
states may not be directly observable: mood reflects the unconscious operations
of sub-cortical brain structures. Hence, we cannot necessarily use a state ques-
tionnaire to evaluate the activity of these systems. Instead, we may need to use
psychophysiological indices of state, or infer state change from experimental data,
although both these approaches have methodological difficulties (Matthews and
Gilliland, 1999; see also chapter 7). However, the general state—trait principle
applies. Traits may relate to biases in the neural machinery which controls the
activation of brain arousal and/or motivation systems. Activation of these systems
has two concurrent effects: first, a change in subjective state, and, second, a change
in behaviour. For example, in Gray’s (1991) anxiety theory, activation of the BIS
leads to both increased anxiety, and to behaviours such as orienting towards pos-
sible threats. Hence, subjective state change is not directly linked to behavioural
change: both are outputs of the same underlying brain system.

An alternative explanation refers to cognition: states may reflect how the person
evaluates and acts upon some external situation. The complete version of Spiel-
berger’s (1966) state-trait model of anxiety, shown in figure 4.2, was one of the first
cognitive models. The central causal construct is the person’s cognitive appraisal
of the situation, which independently influences both state anxiety and defence
mechanisms for anticipating threat, which, in contemporary terms, we might con-
ceptualise as coping responses (Zeidner and Endler, 1996). In this model, trait
anxiety is associated with tendencies to appraise situations as threatening, per-
haps leading to an exaggerated sense of danger. The effects of trait anxiety on
behaviour are mediated by cognitive appraisal, but appraisal influences behaviour
both through elevating state anxiety, and through influencing the person’s choice
of action for coping with the threatening situation. Much research on emotion sup-
ports the hypothesis that affect is closely linked to appraisals (Scherer, 2001). Of
course, cognitive and biological explanations may be complementary rather than
exclusive, as discussed further below.

Contemporary research on affect and cognition frequently refers to Lazarus’s
(1999) transactional model of emotion and stress. Lazarus sees the person as
being in continuous dynamic interaction with the external environment, with emo-
tions indexing the reciprocal relationship between person and environment. Thus,
moods may reflect not only how the environment influences the person (indexed
by appraisals), but also the person’s attempts to handle demands and opportuni-
ties by acting on the environment (indexed by coping strategies). As we shall see,
investigating appraisal and coping as possible mediating factors has been useful
in the study of both mood (see below) and stress (see chapter 9). However, trans-
actional theory parts company from trait theory in that, at times, it appears that
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Figure 4.2 A state-trait model of anxiety in which cognitive appraisal plays a
central role
Source adapted from Spielberger (1966)

emotion reflects some holistic integration of environmental and person factors,
which precludes separating these component parts. As Parkinson et al. (1996) dis-
cuss, such notions are difficult to test empirically. In the trait context, the more
useful inference is that trait and environmental factors may be correlated. People’s
efforts to cope influence their exposure to environments that may influence their
moods, as when a sensation-seeker chooses to engage in some risky activity like
sky-diving. To some extent, the influences of traits should be understood within
this environmental context.

The final point to make about theory is that psychobiological and cognitive
accounts of traits and states are not necessarily incompatible (Corr, 2000).
Matthews (2000) suggests that there are three levels of description that may be
useful (these levels are described formally by cognitive science): the biological,
the cognitive-architectural and the (self-)knowledge level. Figure 4.3 illustrates
how these different levels might apply to personality effects on mood (Matthews,
Derryberry and Siegle, 2000). First, moods may reflect individual differences in the
activation of brain systems, as in Gray’s (1991) personality theory. Second, moods
may be linked to specific symbolic computations (i.e., information-processing),
as described by appraisal theory: e.g., coding a stimulus as threatening directly
produces feelings of anxiety. Third, as in transactional theory, moods may index a
higher-level personal meaning, reflecting contextual factors and personal beliefs
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(self-knowledge) as well as the immediate coding of the event. All three levels of
explanation might potentially explain data on personality and mood; determining
which level works best requires the normal scientific process of building and testing
theories based on one or other type of construct. For example, if it was shown that
moods correlated strongly with some neural state, we might not need to refer to
information-processing or self-knowledge at all.

State dimensions: affect, mood and self-report arousal

In contrast to studies of traits, there have been few attempts to derive a
comprehensive structural framework for state research. There are no major psy-
chometric barriers towards doing so; Cattell (1973) describes factor-analytic tech-
niques which aim to distinguish traits and states through analysis of longitudinal
data. He also indicates the importance of distinguishing states from trait change
over periods of months or years. Curran and Cattell (1974) developed the Eight
State Questionnaire (8SQ) through factor analysis, but high inter-scale correlations
have tended to discourage researchers from using it. In general, researchers who
have developed state measures have had more specific aims of assessing a single
dimension, such as state anxiety, or of developing a comprehensive dimensional
model of one particular aspect of state, such as mood or subjective arousal.

Traditionally, psychological experience is divided into three domains of affect,
cognition and motivation (Hilgard, 1980). The majority of research has been di-
rected towards affect; i.e., moods and subjective arousal states (we will return to
cognitive and motivational states subsequently). Moods are distinguished from
emotions in that they are not explicitly linked to specific objects or events, so that
they may persist in the absence of specific triggering events (Matthews, 1992b;
Parkinson etal., 1996). It is often assumed that there are relatively few fundamental
dimensions of mood, whereas the structure of emotions may be complex. There
are various techniques for mood assessment (Mackay, 1980), although in recent
years the most common technique has been the mood adjective checklist, which
requires the respondent to rate the applicability of descriptive adjectives to their
current mood (Parkinson etal., 1996). Of course, as with any self-report, the validity
of people’s introspections is open to question. Arguably, people may have limited
awareness of their own moods, although mood checklists typically assess the more
salient features of affective state, such as happiness and tension, rather than the
more subtle emotions. State measures may be less sensitive to failures of introspec-
tion than trait measures because they require an immediate assessment of conscious
state, rather than accessing typical beliefs and behaviours from long-term memory.

In addition, as with traits, social pressures may lead people to distort their
responses, consciously or unconsciously. However, recent research (e.g., Lucas
et al., 1996; Schimmack, Bockenholt and Reisenzein, 2002) using multivariate
modelling techniques has concluded that the influence of response bias on mood
ratings seems to be minor, at most. There may be a place for alternate, objective
indices of affect using techniques such as psychophysiology and measuring facial
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expression. Unfortunately, as Parkinson et al. (1996) point out, none of these
techniques has proved very sensitive or discriminating, and different indices often
fail to converge. Indeed, autonomic reactivity may be linked to the degree of effort
applied to mood-regulation rather than to mood per se (Gendolla and Kriisken,
2001). Thus, self-reports will provide the main medium of assessment into the
foreseeable future.

In this section, we review the principal dimensional models of mood. The first
family of models proposes that there are just two dimensions; a second set of
models is based on three dimensions. We will look also at how we can place
the various negative emotions within these very parsimonious models, and we
will briefly review evidence on the validity of mood scales. We focus here on
the structure of mood in non-clinical populations. There is an important literature
on the assessment of moods such as anxiety and depression in clinical samples,
but this work has been more concerned with validating specific constructs (e.g.,
ensuring that depression scales discriminate depressed patients from other groups)
than with comprehensive structural models.

Two mood dimensions: energy and tension

There may be as few as two or three fundamental dimensions of mood. Thayer
(1978, 1989, 1996, 2001) developed the Activation—Deactivation Adjective Check-
list (AD-ACL) to assess two dimensions of subjective arousal, currently referred to
as energetic arousal (EA) and tense arousal (TA). EA contrasts feelings of vigour
and energy with tiredness and fatigue, whereas TA contrasts tension and nervous-
ness with relaxation and calmness. These are bipolar dimensions, in that each one
proposes a spectrum of states anchored at each end of the spectrum by states pre-
sumed to be incompatible. For example, one cannot be simultaneously energised
and tired. Thayer suggests that the two arousal dimensions represent the activity of
underlying biopsychological systems. Energetic arousal is associated with readi-
ness for vigorous action, and muscular-skeletal activation. Tense arousal reflects
a preparatory-emergency system, activated by some real or imagined danger that
prepares the person for both ‘fight or flight’ and inhibiting ongoing activity to
maintain readiness for reacting to threat. Thayer’s research is notable for its use of
careful experimental studies to show that energy and tension have different origins
and antecedents.

A somewhat similar two-dimensional model of mood has been proposed by
Watson (Watson and Tellegen, 1985; Watson, 2000). Rather than focus exclu-
sively on self-report arousal, Watson and his colleagues aimed to cover the full
range of moods, including those that have no particular connotation of high or
low arousal. Their factor-analytic studies identified two orthogonal dimensions
labeled Positive Affect (PA) and Negative Affect (NA), measured by the Positive
and Negative Affect Scale (PANAS: Watson and Clark, 1988). PA (rather like en-
ergetic arousal) contrasts feelings of elation with lethargy and dullness, whereas
NA (like tense arousal) contrasts negative emotions such as anxiety and anger
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with contented, serene states. According to Watson, PA and NA reflect the activ-
ity of two biobehavioural systems that integrate subjective, cognitive, biological
and behavioural aspects. PA is linked to a dopaminergic Behavioural Facilitation
System (BFS), that strongly resembles Gray’s BAS, whereas NA is presumed to
reflect Gray’s BIS. It is important to realise that Watson and his colleagues have
not conducted any psychophysiological studies in support of these claims, and so
these biological bases may seem rather conjectural. We return to Gray’s personality
theory in chapter 7.

Subsequently, Watson and Clark (1997) developed an explicitly hierarchical
model, such that PA and NA are higher-order factors, each defined by a set of
more narrowly defined affects: fear, sadness, guilt and hostility (NA), and joviality,
self-assurance and attentiveness (PA). These affects are measured by the expanded
PANAS (PANAS-X: Watson and Clark, 1997) that also measures further specific
affects of shyness, fatigue, serenity and surprise. By analogy with Thayer, one
might expect fatigue to represent the negative pole of PA, and serenity the negative
end of the NA spectrum, but in fact, correlations between the additional affects and
NA and PA are complex (Watson, 2000), indicating a need for further psychometric
investigation. Indeed, Watson et al. (1999) acknowledge that the fit of the PA-NA
model to data is imperfect.

So far, we have seen a reasonably good convergence between the Thayer and
Watson models, with some differences in detail. Cox and Mackay (1985) also pro-
posed a similar scheme, with dimensions of arousal (EA/PA) and stress (TA/NA).
However, there is another way of constructing a two-dimensional model, proposed
by Russell (1979; Russell and Feldman Barrett, 1999). This model essentially ro-
tates the Thayer axes through forty-five degrees to obtain new dimensions of ac-
tivation and pleasure. Activation indexes the total amount of arousal experienced,
both energetic and tense, whereas pleasure refers to the balance of positive moods
over negative moods. Evidence for this model comes from studies analysing the
meanings that people attach to affective terms. Studies using multidimensional
scaling and semantic differential techniques suggested that valence of evaluation
(i.e., positive or negative) and activation were the main sources of word mean-
ing. Diener et al. (1985) propose a somewhat similar scheme with dimensions of
intensity of affect, similar to arousal, and frequency of affect, similar to pleasure.

One advantage of the Russell scheme is that it avoids what seems like a short-
coming of the PA-NA model, i.e., that a person could apparently experience strong
positive and negative mood simultaneously (remembering that PA and NA are in-
dependent dimensions). It seems implausible that one could be both happy and
depressed, at the same instant in time. There is indeed extensive evidence that the
intercorrelation of PA and NA is close to zero in various circumstances (Watson,
2000). It has been claimed that this apparent independence is an artifact of re-
sponse style, and, in fact, the true correlation between PA and NA approaches —1,
so that positive and negative moods are the two poles of a single continuum (Green,
Salovey and Truax, 1999). However, sophisticated multivariate studies that sepa-
rate mood and response style variance have failed to substantiate this view, although
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Figure 4.4 Two-dimensional models of mood

these studies have shown that the format used for response may have some modest
biasing effects (Schimmack et al., 2002). Nevertheless, the extent of compatibility
between positive and negative affect requires further attention.

Assuming a two-dimensional model of mood, what are we to make of these
two different rotations of the axes, proposed by (1) Russell (1979) and (2) Watson
and Tellegen (1985) and Thayer (1989)? One view is that the issue is really rather
minor, in that both descriptive schemes refer to the same dimensional space, and
are mathematically equivalent (Larsen and Diener, 1992; Yik and Russell, 2001).
Thus, both schemes can be represented as a circumplex, a structure in which mood
descriptors are placed around the diameter of a circle, and the angular disparity
between descriptors represents their correlation (the smaller the angle, the larger
the correlation). Figure 4.4 shows the approximate alignment of the various two-
dimensional models in their common dimensional space. Note the ambiguity of
the word ‘arousal’ revealed by these analyses. As there are mood words all around
the circumplex, perhaps it is just a matter of convenience where we put the axes.
Another view is that the axes should be placed to correspond to whatever two under-
lying psychological or physiological systems are actually driving the experience
of mood. From this point of view, the Thayer-Watson orientation seems preferable,
given that both researchers link their dimensions to underlying biobehavioural sys-
tems (albeit with limited evidence). Psychometric evidence may also favour the
energy (PA) and tension (NA) axes, given that it is hard to obtain a reliable scale
for Russell’s general activation dimension (Watson et al., 1999; Schimmack and
Grob, 2000).

Three-dimensional models: separating pleasure from arousal

There is no doubt that the two-dimensional models are the most popular in the USA,
but, in Europe, three-dimensional models have often been preferred (Schimmack
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Pleasant mood

Tense arousal —

Energetic arousal — Energetic arousal +

Tense arousal +

Unpleasant mood

---- Projection of the Hedonic Tone axis (Pleasant vs Unpleasant
mood) onto the plane defined by the Energetic and Tense
arousal dimensions

Figure 4.5 A three-dimensional model of mood
Source Matthews et al. (1990)

and Grob, 2000). Such models go back to Wundt’s (1897) introspection that affects
vary along three separate dimensions: pleasure—displeasure, tension—relaxation
and excitement—calm. As Schimmack and Grob (2000) point out, factor-analytic
studies in the United Kingdom, Scandinavia and Germany have found three dimen-
sions rather similar to those proposed by Wundt. For example, Matthews, Jones
and Chamberlain (1990) suggested that, rather than attaching feelings of happi-
ness and depression to the Thayer arousal dimensions, a third dimension related to
the overall pleasantness of mood should be distinguished. Hence, Matthews et al.
proposed three dimensions: EA, TA and hedonic tone (HT) or pleasantness. TA
relates to feelings of anxiety, whereas the lower end of the HT dimension is defined
by anger, depression and unpleasant mood. The three dimensions are oblique, in
that there is a moderate positive correlation between EA and HT, and a moderate
negative correlation between TA and HT. The three-dimensional model is shown
in Figure 4.5; the HT dimension (pleasant vs unpleasant mood) is at an angle to
the plane defined by the EA and TA dimensions, such that its projection onto the
plane roughly corresponds to the Russell (1979) pleasure dimension. The three-
dimensional model may also be helpful in resolving the issue of whether positive
and negative affects may coexist. It does indeed identify pairs of opposed states
that are mutually incompatible (e.g. pleasant and sad mood). However, energetic
and tense arousal states can coexist, for example, in challenging situations such
as competing in a sports event or giving a public address (cf. Thayer, 1989). In
experimental studies, short, time-pressured high workload tasks requiring working
memory seem to elicit both types of arousal (Matthews, Campbell et al., 2002).
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Schimmack and Grob (2000) suggest that the reason for the discrepancy be-
tween American and European researchers is methodological: Europeans have
been more willing to entertain oblique factor solutions, with correlated axes,
whereas US researchers have favoured orthogonal solutions. In two studies us-
ing American college student samples, Schimmack and Grob (2002) fitted various
structural equation models to mood data. In both studies, a three-dimensional PAT
(Pleasure—Awake—Tension) model provided a good fit (with pleasure positively
correlated with wakefulness, and negatively correlated with tension). Furthermore,
fit for two-dimensional models was appreciably lower. A further study (Schimmack
and Reisenzein, 2003) conducted a different kind of test, to see whether Thayer’s
(1989) energy and tension dimensions can, in fact, be reduced to mixtures of gen-
eral activation and valence of evaluation, as two-dimensional models claim. They
reasoned that, if this were the case, energy and tension should be positively corre-
lated, once variance associated with valence was removed from both dimensions,
because the reliable part of the remaining variance of each scale would reflect ac-
tivation. They performed this test, using structural equation modeling techniques,
and found that there was actually no residual correlation between energy and ten-
sion, with valence statistically controlled. Again, the two-dimensional model is
seen as inadequate to explain the data: the arousal associated with energy is dis-
tinct from the arousal associated with tension. However, Schimmack and Grob
(2000) caution that, while three dimensions may be superior, they do not explain
all the variance, and may need further refinement. Rather as with trait models,
there is a growing consensus over the nature of mood ‘superfactors’ (i.e., two or
three dimensions), and some uncertainty over what a more fine-grained description
should look like.

Differentiating negative emotions

Dimensional models of mood take a parsimonious view of negative affects, re-
ducing them to a single dimension in the Watson and Tellegen (1985) model, or
to tension and unpleasant mood in three dimensional models (Matthews et al.,
1990; Schimmack and Grob, 2000). However, theories of emotion frequently pro-
pose multiple ‘basic’ emotions that include various negative affects. Oatley and
Johnson-Laird (1996) point out that fear, sadness, anger and disgust are almost
always distinguished by emotion theorists as discrete categories. There has also
been interest in more complex, ‘social’ emotions such as shame, guilt and embar-
rassment. How can we reconcile this multifaceted view of negative emotion with
dimensional models of mood? One possibility is to develop a hierarchical model
such as that of Watson and Clark (1997), although their ‘primary’ affect scales do
not exactly correspond to those of basic emotions theory. For example, anger is
grouped with disgust and contempt to define a hostility factor, that contributes to
overall negative affect. In the clinical domain, Bedford and Deary (1997) showed
that questionnaire data could be modelled with a general factor of distress, together
with two lower-level factors of anxiety and depression.
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Another possibility is to supplement broad affective dimensions with more fine-
grained models of specific emotions. Spielberger’s work on anger states provides
a good example. Spielberger et al. (1983) developed a State-Trait Anger Scale
by analogy with the STAI People high in trait Anger perceive a wider range of
situations as anger-provoking, and also experience more intense elevations of state
Anger. Spielberger was especially interested in how anger, as an element of Type
A personality, may increase vulnerability to chronically elevated blood pressure
or hypertension (see also chapter 10). Some correlations between state Anger and
hypertension have indeed been reported (see Spielberger et al., 1991). However,
in contrast to work on anxiety and performance, the most consistent criterion
validity has been obtained with an additional trait-like measure, Anger-In, which
relates to frequency of experiencing but not expressing angry feelings (Spielberger
et al., 1991). Anger-Out, the frequency of aggressive behaviours motivated by
angry feelings, does not seem to predict hypertension. Thus, it is not just the state
but how it is expressed that may be important for mediating personality effects
on health. Hence, a more recent questionnaire, the State-Trait Anger Expression
Inventory (STAXI: Forgays, Forgays and Spielberger, 1997; Spielberger et al.,
1999) discriminates three state-anger factors: Feeling Angry (similar to state anger
per se), Feel Like Expressing Anger — Verbal (e.g., feeling like screaming) and
Feel Like Expressing Anger — Physical (e.g., feeling like hitting someone). It is
expected that high scores on Feeling Angry coupled with low scores on the two
expression of anger states should be related to hypertension.

Another example is provided by Endler’s (e.g., Endler et al., 1991; Endler
and Kocovski, 2001) work on multiple dimensions of anxiety. By contrast with
Spielberger’s (1966) single dimensions of trait and state anxiety, Endler sees both
aspects of anxiety as multidimensional. Endler et al. (1991) identified four dis-
tinct trait anxiety facets related to the threats posed by social evaluation, physical
danger, ambiguous situations and daily routines, together with two facets of state
anxiety, cognitive-worry and autonomic-emotional (see Figure 4.6). State-anxiety
response depends on the match or congruence between trait anxiety and situa-
tional threat; for example, physical-danger trait anxiety moderates state response
to physical threats.

Thus, as in the case of trait measures, we may need different levels of analysis of
state, depending on the research context. Two- and three-dimensional models ex-
plain much of the variance in mood states, and offer a parsimonious general scheme
that lends itself to straightforward assessment. At the same time, these models do
not fully explain the variance, although they may provide a basic affective core to
the full range of emotional states (Reisenzein, 1994). In some research settings,
we may wish to focus in more detail on specific affects such as anger (Spielberger
et al., 1999) and anxiety (Endler and Kocovski, 2001). There is also room for
further development of hierarchical models that distinguish primary, narrowly de-
fined affective constructs from secondary, broad constructs such as positive and
negative affect. Such efforts have been held back by naiveté in sampling affective
constructs; that is, factor analysts have often been rather negligent in sampling
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Figure 4.6 A multidimensional state-trait anxiety model
Source Endler and Kocovski (2001)

temporary states other than basic mood descriptors. As an example, there may
be states that are essentially social in nature, that should be sampled separately
from basic moods (Sjoberg et al., 1979). These authors saw anger and hostil-
ity as relating to the social domain. Other ‘social state’ constructs might include
dominance—submission, trust and love, together with other ‘social emotions’ such
as guilt. Another sampling issue is how to differentiate motivational and cognitive
aspects of state from mood, an issue we address in the next section.

Validity of mood scales

There has been extensive research on antecedents of mood which, as Zuckerman’s
(1976) fourth criterion specifies, is essential for establishing the validity of states. A
full review of this work is beyond our present scope (see Thayer, 1989; Matthews,
1992; Parkinson et al., 1996), but we will outline some of the main findings. Two
methods predominate. First, it is straightforward to run experimental studies that
expose participants to some pleasurable or noxious event, and assess the change in
mood that results. The second method is more naturalistic, in that moods may be
measured in everyday contexts, and then related to daily events. Subjects may be
asked to keep a diary, over several weeks, that records moods and salient events, or
they may be given a watch that is pre-set to cue the person to record their current
mood and activity at random times (Diener and Larsen, 1984; see Watson, 2000,
for a review).

Evidence concerning the Thayer (1989, 1996, 2001) dimensions of energetic
and tense arousal is particularly impressive. Both these dimensions correlate with
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Table 4.1 Examples of how different types of factor relate to changes in energetic and tense arousal

Type of factor Examples Energy Tension

Drug Caffeine Raised None or raised
Nicotine Raised Lowered

Biological rhythm Time of day Highest mid-day Little effect
Menstrual cycle Complex findings Raised in pre-menstruum

Physical exercise Swimming Raised Lowered
Singing

Autosuggestion Velten technique Mood change depends on suggestions made
Hypnosis

Everyday life events Social events Raised Little effect
Arguments Lowered Raised

Note See Clark and Watson (1988), Matthews (1988), Thayer (1989), Matthews and Ryan (1994), Quinlan
et al. (2000) and Valentine and Evans (2001) for references to specific studies

indices of autonomic arousal (Thayer, 1978). Table 4.1 illustrates some of the
types of factor which influence these elements of mood in experimental studies,
or which relate to mood in diary studies. Moderate physical exercise is perhaps
the easiest way of elevating energetic arousal (Thayer, 2001; Valentine and Evans,
2001). Other manipulations seem to primarily influence hedonic tone. For exam-
ple, Gendolla and Kriisken (2001) showed that both a music manipulation (a sad
cello piece vs upbeat easy listening) and a mood-induction based on fantasising
about positive and negative scenarios influenced scores on the hedonic tone scale
of the UMACL (Matthews et al., 1990). Neurological influences on mood are
demonstrated by drug studies, although it is often difficult to map subjective states
onto specific brain systems (Thayer, 1989, 1995).

Medical conditions are also important influences on mood. Deary and his col-
leagues have provided some biological evidence for the validity of mood dimen-
sions using a powerful experimental manipulation. In three studies (Hepburn et al.,
1995; Gold et al., 1995) they showed that the experimental induction of hypogly-
caemia in humans in a laboratory could increase tense arousal and concurrently
reduce energetic arousal. Gold et al. also showed a reduction in hedonic tone.
These researchers have suggested that energetic arousal is lowered by reduced
glucose availability in the cerebral cortex, and that tense arousal may be caused
by the effect of hypoglycaemia on central autonomic function and the resultant
release of adrenalin. This latter hypothesis was supported in a controlled study of
subjects who had had their adrenal glands removed, and so were unable to release
adrenalin following central autonomic stimulation induced by hypoglycaemia.
These individuals showed no increase in tense arousal, but the expected decrease
in energetic arousal (Hepburn et al., 1996) was found. A third study (McCrimmon,
Frier and Deary, 1999) showed that mood change induced by hypoglycaemia led
to more negative appraisals of life events, demonstrating the inter-relationship of
moods and cognitions. Another line of evidence for biological influences on mood
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comes from studies of sleep disturbance, which tends to lower energetic arousal
and hedonic tone, and increase tense arousal (Martin et al., 1996; Martin et al.,
1997). On the basis of psychophysiological data, Martin et al. (1997, p. 1600)
concluded that ‘changes in hedonic tone and tense arousal could be autonomically
mediated, whereas changes in energetic arousal are due to cortical stimulation’.

Cognitive influences on mood are demonstrated most directly by mood change
following verbal suggestion. Various techniques are effective for inducing positive
or negative moods (see Gerrards-Hesse, Spies and Hesse, 1995, for a review). For
example, the Velten technique requires the subject to read aloud mood-evocative
sentences, such as ‘It’s great to be alive’, ‘My future is so bright I’ve got to
wear shades’, and ‘I wish I could be myself, but nobody likes me when I am.’
Correlational data also show associations between moods and cognitions. In three
studies, Matthews and Falconer (2000, 2002) and Matthews et al. (2000) found that
each state factor related to multiple, independent cognitive variables, including: for
task engagement, high task-focus and low avoidance; for distress, high workload,
threat appraisal and emotion-focus; and for worry, high emotion-focus and low
avoidance. Everyday moods probably reflect a mixture of biological, cognitive
and social influences. Overall, data are broadly consistent with Thayer’s view that
moods are underpinned by broad, integrated biobehavioural systems, but cognitive
and social factors have important moderating effects.

Mood has been validated primarily as a dependent variable. However, there is
increasing evidence for mood effects on behaviour, implying that mood is capable
of mediating effects of personality and environmental factors, consistent with the
trait-state model. The evidence is most clearcut in studies of performance. Happy
and depressed moods are associated with a variety of mood-congruent biases in
memory and judgement, such as better recall for information whose affective
content matches the person’s mood (Bower and Forgas, 2000). Mood-congruent
effects are found with naturally occurring moods as well as those that are induced
experimentally. Matthews, Pitcaithly and Mann (1995) report data suggesting that
the hedonic tone/pleasantness dimension relates to mood-congruent bias more
strongly than either energy or tension. Energy is associated with enhanced per-
formance on a range of attentionally demanding tasks (Matthews and Davies,
1998, 2001), demonstrating that mood may affect both the overall efficiency of
information-processing, and influence processing qualitatively through the mood-
congruence phenomenon. Conversely, the detrimental effects of state anxiety are
well known, although they appear to relate to worry states rather than tension or
negative affect per se (Zeidner, 1998).

Beyond mood: additional state domains

It is not unusual for state researchers to stray beyond the strict confines of
mood and affect in scale development. For example, Watson and Clark (1997) in-
clude Attentiveness as one of three facets of positive affect, although being attentive
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refers to a state of cognition, rather than an affect such as happiness. However,
other researchers have investigated cognitive states as reflecting a distinct sphere
or domain of experience. Motivational states may also be important, although they
have been rather neglected, in favour of trait constructs such as need achievement.
There is indeed a longstanding view that mental activities can be divided into
three components of affect (and emotion), motivation (or ‘conation’) and cogni-
tion (or thought). Nineteenth-century Scottish psychologists, such as Alexander
Bain, played a leading role in developing this ‘trilogy of mind’: for reviews of
its impact in the modern age, see Hilgard (1980) and Mayer, Frasier Chabot and
Carlsmith (1997). The trilogy may provide an a priori scheme for sampling tempo-
rary states, distinguishing moods as affective states from motivational and cognitive
states.

Cognitive aspects of state

Anxiety researchers have long been aware that anxiety states have both cognitive
and affective components. Morris and Liebert (1969) divided anxiety items into
those associated with the cognitive state of worry, and those related to the affective
state of tension. Worry items were more predictive of performance impairment
than tension items. As discussed further in chapter 12, it may be that worry, but
not tension, is associated with a diversion of attention or effort from the task at
hand to processing associated with the worrying thoughts. Endler et al. (1991) re-
ported large-scale factor analyses which confirm the existence of two dimensions
of state anxiety, which they call cognitive—worry and autonomic—emotional. Cog-
nitive components of state anxiety may be broken down still further. As part of an
extensive programme of research on test anxiety, Sarason and his colleagues (e.g.
Sarason et al., 1995) developed a state measure of interfering thoughts, termed the
Cognitive Interference Questionnaire (CIQ). The CIQ assesses the frequency with
which the person experiences thoughts about the test taken and about personal
concerns, and the general tendency for the mind to wander.

The CIQ is a prototypical cognitive-state measure. Any given cognition ex-
presses a specific proposition, which, because of its specificity, is not to be consid-
ered as a ‘state’ as defined above. What the CIQ attempts to assess is the overall
frequency of potentially distracting cognitions. It does so because Sarason believes
that overall frequency of cognitive interference is a general attribute of the person’s
psychological functioning which relates to important criteria such as test perfor-
mance. From this perspective, the detailed propositional content of the individual’s
cognitions may be de-emphasised or disregarded. The utility of the state construct
is shown by validation evidence that relates cognitive interference to objective
performance impairment (Sarason et al., 1986; Zeidner, 1998; see chapter 12).

Further scales assess other general attributes of the person’s cognitions. Heather-
ton and Polivy (1991) developed a state measure of self-esteem, the person’s beliefs
about their own worth and competence. Their measure has three internally con-
sistent, inter-correlated subscales related to self-esteem concerning performance,
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Table 4.2 Three secondary factors assessed by the Dundee Stress State Questionnaire (DSSQ)

Task Engagement Distress Worry

Energetic arousal Tense arousal Self-consciousness

Interest motivation Low hedonic tone Low self-esteem

Success motivation Low confidence/perceived control Cognitive interference (task-related)

Concentration

Cognitive interference (task-irrelevant)

Note Some primary scales have additional, minor loadings on other secondary factors

Source Matthews

and Campbell (1998); Matthews, Campbell et al. (2002)

social functioning and appearance. Experimental studies showed that the scales
were appropriately sensitive to manipulations such as experimentally induced fail-
ure experiences. Another example is Sedikides’s (1992) state measure of self-
consciousness; the extent to which the person’s attention is focused on internal
self-related processes, as opposed to external stimuli. As we shall see in chapter 9,
trait self-consciousness is an important construct in stress research. We can-
not, of course, assume that cognitive-state measures provide a direct measure of
information-processing. They depend on introspection, and, as such, are subject to
bias. However, careful empirical validation and theory development may allow us
to use them as indices of underlying constructs, just as we can use trait measures
without necessarily assuming that the person’s self-reports are veridical (Cattell,
1973; Matthews et al., 2002).

Subjective states and the ‘trilogy of mind’

Matthews (Matthews et al., 1999; Matthews, Campbell and Falconer, 2001;
Matthews, Campbell et al., 2002) used the trilogy of mind as a foundation for build-
ing on existing models of mood states, sampling motivational and cognitive con-
structs within the context of human performance settings. Constructs were required
to be genuine ‘states’ — i.e., generalised and pervasive qualities of experience —
rather than specific beliefs or goals. Exploratory factor analyses first identified
eleven robust ‘primary’ factors defined by item-level data; each was linked to one
(and only one) of the three domains defined by the trilogy. In addition to the three
fundamental dimensions of mood (Matthews et al., 1990), two dimensions of moti-
vation and six of cognition were obtained. The Dundee Stress State Questionnaire
(DSSQ: Matthews et al., 1999) assesses these dimensions, with good reliability.
These primary dimensions were themselves correlated, and further, second-order
factor-analyses identified three higher-order factors labelled Task Engagement,
Distress and Worry. Table 4.2 shows how the primary-state factors defined these
broader complexes of subjective states. The factor solution was robust in data ob-
tained before and after performance, in student and nonstudent samples, and in
British and North American samples (Matthews et al., 2002).

Experimental studies showed that the state factors were sensitive to different
stress factors. For example, sustained monotony lowers task engagement, high
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workload provokes distress, and failure seems to maintain worry (Matthews and
Desmond, 2002; Matthews et al., 2002). Matthews et al. (2002) suggest that the fac-
tors represent the dominant transactional themes of the performance setting. Task
engagement (including positive affect) may index commitment to effort, distress
(including negative affect) may relate to overload of cognition, and worry may be
a sign of personal self-reflection. In support of these ideas, Matthews, Campbell
et al. (2002) showed that, in occupational samples, state response was system-
atically related to the person’s appraisals and coping strategies in the workplace.
For example, supportive work environments raised task engagement, whereas high
workload and use of emotion-focused coping were associated with distress.

The Matthews, Campbell et al. (2002) three-factor solution is attractive because
itbuilds on and extends current conceptions of state. Task Engagement and Distress
somewhat resemble positive and negative affect, and these factors tend to align
with Thayer’s (2001) energy and tension dimensions. However, the factor defini-
tions show that, at this higher-order level, the factors are not pure mood factors, but
integrate mood with aspects of cognition and motivation. The distinction between
Distress and Worry factors corresponds to the contrast drawn in anxiety research
between anxious emotion and worry (Zeidner, 1998), which is revealed as a fun-
damental distinction. The worry factor is defined by cognitive primary dimensions
only, and is largely independent of mood: both two- and three-dimensional mod-
els of mood fail to capture this important element of subjective experience. Thus,
the three-factor model of higher-order states represents the most comprehensive
attempt at describing the complete universe of subjective states, though it, too, is
limited, in that it neglects ‘social’ states such as dominance—submission. Further
research is needed to determine whether or not there are specifically social factors
of state, or whether existing state factors also have social facets.

To summarise, research on moods and subjective states provides a progressively
more differentiated set of mood dimensions that may be linked to traits. The most
parsimonious models distinguish just two dimensions: energy and tension (Thayer,
1996), or positive affect and negative affect (Watson, 2000). Other work suggests
various refinements. There may be three fundamental mood dimensions, with
pleasantness differentiated from the two Thayer (1996) dimensions (Schimmack
and Grob, 2000). Moods may be just one sphere of a larger universe of subjec-
tive states, including motivational and cognitive states, cohering around the Task
Engagement, Distress and Worry dimensions identified by Matthews et al. (1999,
2002). In the next section, we shall see that most state research is based on two-
dimensional models, but there is increasing interest in other approaches.

Traits and states: empirical studies

If moods are intrinsically changeable, it might seem that personality traits
could not be strongly related to mood. However, individual differences in mood
provide a good example of the influence of aggregation of data, as discussed in
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chapter 2. Although moods vary considerably from day to day, it seems as though
people have different typical or baseline levels of mood, around which momentary
moods fluctuate (Diener and Larsen, 1984). Watson (2000) has shown that, if
average mood over a fourteen-day period is calculated, this value correlates at
about 0.8 with average mood over the next fourteen days, although the day-to-
day correlation between mood assessments is only about 0.4. The more days over
which mood values are aggregated, the stronger the test—retest correlation. Watson
(2000) also reviews studies of the stability of typical mood over longer time periods,
concluding that long-term stabilities (six months to seven and a half years) typically
fall into the 0.35 to 0.55 range. That is, typical mood shows appreciable stability,
though to alesser degree than traits, and many respondents show substantial change
in characteristic affect levels over these timespans. Box 4.1 describes work on
subjective well-being, that has shown how overall life satisfaction and happiness
are influenced by personality. Hence, we can look for correlations between traits
and both momentary mood assessments in a specific setting and characteristic
mood.

Box 4.1 Secrets of happiness: subjective well-being

Subjective Well-being (SWB) refers to people’s overall contentment with their
lives, including components of cognitive judgement of life satisfaction, high
pleasant emotion, and low negative emotion (see Diener et al., 1999 for a
review). Extensive research has used various reliable self-report scales for
well-being to investigate the sources of life-long happiness. Individual dif-
ferences in SWB are moderately stable over time, though less so than traits
(typical ten-year stabilities are about 0.4). Several lines of evidence suggest
that SWB is more than just an evaluation of current life circumstances. For
example, demographic factors and external circumstances play only a minor
role in SWB. Even money and employment status often have little effect, al-
though it seems that materialistic people need to be rich to be happy (Diener
and Biswas-Diener, 2002). SWB also tends to be lower in economically un-
derdeveloped nations, but recessions and booms within nations have little
effect. Conversely, personality plays a major role in SWB. A meta-analysis
(DeNeve and Cooper, 1998) found that low neuroticism was the strongest
predictor of SWB, but, as we might expect from the personality studies re-
viewed in this chapter, traits are differentially related to the different SWB
components. Both extraversion and agreeableness relate most strongly to its
positive-affective component, for example. The constitutional basis of SWB
is confirmed by behaviour-genetic studies suggesting that a substantial part
of SWB, or at least its temporally stable components, is heritable (Lucas and
Diener, 2000).

The substantial effects of personality on subjective well-being does not
mean that people cannot take steps to increase trait happiness. As previously
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discussed, Thayer (1996, 2001) has drawn up guidelines for improving mood;
systematic practice of these techniques is likely to produce long-lasting ben-
efits. Similarly, Larsen and Buss (2002) summarise methods for increasing
happiness, as follows:

1. Spend time with other people, particularly friends, family and loved ones.
Social interaction is typically mood-enhancing.

2. Seek challenge and meaning at work. Work that is challenging, but within
the person’s capabilities, is the most satisfying.

3. Look for ways to be helpful to others. Helping people enhances self-esteem,
and takes one’s mind off personal problems.

4. Enjoy pleasurable leisure activities. Making time for one’s favourite hob-
bies and activities is beneficial.

5. Stay in shape. Many empirical studies show that exercise improves not just
physical health, but also mental well-being.

6. Have a plan, but be open to new experiences. Life needs a certain amount
of organisation, but it is important also to be flexible and spontaneous when
circumstances allow.

7. Be optimistic. Focusing attention on the positive side of life
enhances happiness.

8. Don’t let things get blown out of proportion. Happy people are able to
step back and see things in perspective, which facilitates constructive ap-
proaches to dealing with problems.

It is probably also true that personality influences how easily the individual can
carry out these strategies; being optimistic and keeping things in proportion
may not come naturally to the high N person, for example. Nevertheless,
research summarised by Larson and Buss (2002) suggests that making efforts
of these kinds will make a difference for most people.

Many personality traits may be implicated in mood response in specific circum-
stances. For example, optimism—pessimism is associated with mood in demanding
performance settings (Helton et al., 1999), and sensation seeking predicts the extent
to which daily physical pleasures (such as food and sex) lead to greater satisfac-
tion (Oishi, Schimmack and Diener, 2001). Traits that are linked to a specific
context are often the best predictors of mood in that context; for example, driver-
stress-vulnerability traits predict mood during vehicle driving more reliably than
do general traits (Dorn and Matthews, 1995). In this chapter, however, we will
focus on the broad traits of the Five Factor Model (FFM).

The two broad traits which we might expect to relate most strongly to mood are
neuroticism (N) and extraversion (E). As discussed in chapter 1 (see table 1.6),
most of the narrow traits related to the broad N factor are associated with unpleasant
affective states such as anxiety, depression, tension, moodiness and so forth. The
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affective content of E is less striking, but some of the narrow traits contributing
to the construct, such as being carefree, lively and active, do have connotations of
positive affect and energy. Costa and McCrae (1992) explicitly include ‘positive
emotions’ as one of the facets of the extraversion scale on the NEO-PI-R (see
table 1.7). Similarly, Nemanick and Munz (1997) showed that trait PA and trait
NA could be modelled as distinct personality variables that mediated the effects
of E and N on mood. Some authors have argued that mood and personality may
relate to common brain structures. Thayer (1989), for example, suggests that E and
energetic arousal are associated with a common arousal system, as are N and tense
arousal. Gray’s (1991) personality theory seems to suggest that extraversion might
relate to positive mood, whereas neuroticism should relate to negative mood. Such
ideas are a development of psychobiological theories of personality, discussed
further in chapter 7.

Correlational studies: extraversion and neuroticism

The associations between E, N and mood have been extensively studied. There is
little dispute that N is consistently associated with higher tension/negative af-
fect, whereas E relates to higher energy/positive affect (Emmons and Diener,
1986; Thayer, 1989; Watson, 2000). In addition, extraverts tend to experience
more pleasant moods, whereas high neuroticism scorers are prone to unpleasant
mood (Matthews, Jones and Chamberlain, 1990; Williams, 1989). There has been
some debate over the specificity of these trait—state associations. Sometimes, N
relates to reduced positive affect, and E to reduced negative affect (Vittersg, 2001;
Yik and Russell, 2001). The greater propensity of high N subjects to negative
moods is part of a general susceptibility to stress symptoms, discussed further in
chapter 9. Given the high correlation between N and trait anxiety, the correlation
between trait and state anxiety may also reflect the stress vulnerability of high
N subjects.

Table 4.3 shows some illustrative examples of studies of E, N and mood, using
a variety of instruments, and both two- and three-dimensional mood assessments
(Matthews and Gilliland, 1999). Studies are divided into those in which participants
simply completed questionnaires, and those in which the environment was experi-
mentally controlled as part of a mood-induction or performance study. The striking
feature of the data are the variability of correlation magnitudes across studies. The
Watson and Clark (1992) and Meyer and Shack (1989) studies showed E-PA and
N-NA correlations as high as 0.6 or so, suggesting a high degree of overlap be-
tween related trait and state constructs. These authors claimed that N and E are
essentially affect-related dimensions, which should be re-labelled Negative Emo-
tionality and Positive Emotionality respectively. However, studies conducted in
controlled laboratory environments, following task performance, show trait—state
correlations of considerably smaller magnitude. For example, in the Matthews
et al. (1990, 1999, 2002) studies, the N-TA correlation is consistently about 0.25,
and the E-PA correlation did not exceed 0.13.
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Table 4.3 Data from illustrative studies of personality and mood

Energy Tension Hedonic Tone
(PA) (NA) (Happiness)
Study n Sample Scales N E N E N E
Questionnaire-based studies
Costa and McCrae (1980) 575 Community EPI —11** 16%* 35%* (] — —
PAS/NAS
Emmons and Diener (1986) 72 Students EPI —-02 34%* 3k 24%* —
ACL
Meyer and Shack (1989) 231 Students EPQ —19*  50%* 54%* —]1 — —
ACL
Watson and Clark (1992) 532 Students NEO-PI ~ —25%*% @2%* 52%* _2]** —
PANAS
Studies using experimentally controlled situations
Larsen and Ketelaar 70 Students EPQ —03 10 29%%  —12 — —
(1991)! ACL
Adan and Guardia (1997)> 578 Students EPI —20%* 18*%* 26%* —(08 —27H*E Q4%
UMACL
Matthews, Jones et al. 158 Students EPI —25%% 13 23*  —15 —24%% 12
(1990a) UMACL
Matthews et al. (1999)> 636 Students EPQ-R —06 10%  27%% —18%*% __DQ** [8%**
UMACL
Matthews et al. (in press)> 328 Occupational EPQ-R —22%*% 1] 27*%*%  —11 —18** 07
UMACL

Note

! Neutral mood induction

2 Data re-analysed

ACL = unpublished adjective checklist

Correlation coefficients multiplied x 100, *p<.05, **p<.01
NEO-PI = NEO Personality Inventory

PA = Positive Affect, NA = Negative Affect, EPI = Eysenck Personality Inventory, EPQ(-R) = Eysenck
Personality Questionnaire(-Revised), PAS = Positive Affect Scale, NAS = Negative Affect Scale, PANAS =

Positive and Negative Affect Schedule, UMACL = UWIST Mood Adjective Checklist

What explains these discrepancies? Dorn and Matthews (1995) suggest that
two factors may influence the magnitude of correlations between personality and
mood. First, the shorter the time-frame over which mood is assessed, the smaller the
correlation between personality and mood (Watson, 2000). Studies showing strong
E—PA and N-NA correlations (e.g. Watson and Clark, 1992) are usually those that
have used long time-frames or have asked for a trait-like rating of typical mood.
However, trait-like ratings also introduce the risk of artifacts due to the retrospective
nature of the report, including moods at the time of reporting, expectations, and
bias associated with personality (Fisher, 2002). In particular, happy memories are
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more accessible to extraverts than to introverts, whereas negative memories are
more easily retrieved by neurotic subjects (Mayo, 1989).

Artifacts apart, the use of a longer time-frame may, in effect, aggregate mood
data, leading to a more trait-like estimate, which should correlate more highly with
personality than a state index. Watson (2000) reports a study in which 379 college
student respondents each provided an estimate of at least thirty daily mood ratings.
Students rated daily mood in the evening, so these ratings were still not based on
true momentary mood, but they provide a better indication of mood states than a
rating of ‘typical’ feelings. Ratings were averaged to yield an average daily mood
score on PA and NA. The correlation between NA and N was 0.43 (18 per cent of
the variance); that between PA and E was 0.36 (13 per cent of the variance). These
more modest associations are more in line with the values found in controlled
experimental studies, though still a bit higher. However, aggregation cannot fully
explain the discrepancy between samples. A subsample (n=111) of the student
participants in the Matthews et al. (1999) study performed a working memory task
on repeated occasions. An aggregate mood index was found as the mean of eight
different state measures, for each mood scale used. Correlations between E and N
and the aggregate mood indices could then be compared with their correlations with
the mean single-occasion mood indices. In fact, aggregation had modest effects.
It increased the correlation between E and energy trivially, from 0.10 to 0.14, and
the correlation between N and tension rather more, from 0.33 to 0.47. Even when
aggregated, correlations between personality and mood are small (E) or moderate
(N) in the performance context.

Another important factor is that situations and contexts may influence the
personality—mood correlation. In Watson and Clark’s studies (1992) undergrad-
uates completed questionnaires to obtain course credit, and it may be that mood
data collected in this context simply reflect personality-dependent reactions to the
characteristic events of student life (Dorn and Matthews, 1995). In contrast, data
reported by Matthews et al. (1990, 1999, 2002) and Dorn and Matthews (1995)
were collected from carefully controlled performance-testing settings, in which the
influence of everyday events on mood may have been attenuated. High correlations
between N and NA/TA in Watson and Clark’s data may result from the academic
evaluation to which students are subjected, which high N subjects are likely to
find stressful. Similarly, extraverts may enjoy the social opportunities afforded
by the student lifestyle more than introverts, and they may seek out pleasurable
social interaction more actively, so that personality and environmental influences
on mood are confounded.

Delineating person x situation interaction in studies of mood has proved prob-
lematic, with inconsistent results reported in different studies (Moskowitz and
Coté, 1995; Lucas and Diener, 2000). One daily diary study (Pavot, Fujita and
Diener, 1990) suggested additive effects of personality and situation: extraversion
and being in a social situation (as opposed to being alone). Both factors related
to happier mood, but there was no interaction betweeen personality and situa-
tion. By contrast, another diary-based study showed plausible moderator effects
of situations on relationships between extraversion, emotional stability and mood
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(Brandstitter, 1994, 2001). ‘Mood’ here reflects the predominance of positive over
negative moods. Effects of emotional stability were confined to situations where
the person was alone or with relatives and friends; this trait did not predict mood
in situations involving family, or acquaintances and strangers. Extraversion was
positively related to mood when socialising in leisure situations, but not when
alone. Extraversion related to mood at work only in situations involving strangers
or acquaintances. These data match experimental data showing only weak asso-
ciations between E and mood, in that laboratory studies typically have the person
‘working’ alone. Brandstitter (2001) suggests that extraverts have stronger social
motives and higher social skills that become more salient during leisure than during
work.

Beyond positive and negative affectivity: other traits, other states

Studies of the mood correlates of the C, A and O dimensions are much more
infrequent, possibly because robust associations are rarely found. McCrae and
Costa (1991) found small but significant relationships between these dimensions
and affect. Both C and A tended to be associated with high positive affect but
low negative affect, whereas O was associated with high positive affect and high
negative affect. Few of these correlations exceed 4 (.2 in magnitude, and the O-
affect correlations were particularly small. McCrae and Costa suggest that C and
A relate to achievement-related and social success, respectively, which leads to
greater well-being. Matthews et al. (1999) found that C related to higher energy
and lower tension, A to lower tension and higher hedonic tone, and O (in contrast
to McCrae and Costa, 1991) to higher energy, lower tension and higher hedonic
tone. Correlations did not exceed =+ 0.3. Using trait-like rather than state-like
measures of affect, Watson and Clark (1992) obtained broadly similar findings,
with O being weakly related to lower levels of negative affect. A and C related
to specific lower-level aspects of the broad affect dimensions. C was associated
mainly with an ‘Attentiveness’ scale (which might be better seen as a cognitive
rather than an affective dimension), and A was associated with lower hostility
(which has interpersonal aspects). A has also been found to relate to positive
mood experienced during agreeable behaviour (Coté and Moskowitz, 1998), and
to negative mood during interpersonal conflict (Suls, Martin and David, 1998),
indicating the role of situational moderator effects. In general, when E and N are
controlled, the ability of the remaining Big Five dimensions to predict additional
variance in mood is modest.

Matthews et al. (1999, 2002) investigated how the Eysenck traits relate to the
broader affective-motivational-cognitive state factors measured by the DSSQ,
illustrated in Table 4.2. In the two data sets summarised in Table 4.2, N corre-
lated at 0.28 with distress and 0.22 with worry in the student sample. Equivalent
correlations in the occupational sample were 0.29 and 0.15. E correlated —0.21
with distress in the student sample, and —0.10 (NS) in the occupational sample.
Matthews et al. (1999) also reported data on the Big Five, in a subset of the student
sample. C was modestly related to higher task engagement, and lower distress
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and worry, whereas both A and O were associated with lower distress. Consistent
with the data using the EPQ, N was related to higher distress and worry, and E to
lower distress. Thus, at this level of analysis, subjective states seem to be modestly
related to each of several broad personality factors. Narrow, ‘midlevel’ traits may
play an additional role. Zeidner’s (1998) literature review identifies several traits
that may predict state anxiety states in evaluative settings, including trait anger,
the impatience/irritability component of Type A personality, low self-esteem, low
self-efficacy and pessimism. Further research is needed to test whether these traits
remain predictive with N controlled.

Finally, one might wonder if there is some direct dimensional correspondence
or structural equivalence between traits and states. That is, does the existence
of the FFM as a model of personality imply that the structure of states should
follow the same model? Watson and Clark (1992) proposed that the E and N
traits correspond directly to positive and negative affect respectively (although we
saw some difficulties with this hypothesis), but there is little evidence for clear
state equivalents of the Big Five C, O and A dimensions. Deinzer et al. (1995)
report a study of a short version of the NEO-PI-R and other trait measures which
used a theory based on structural equation modelling to distinguish matched trait
and state factors. This modelling approach provides a powerful methodology for
decomposing scores on personality questionnaires into trait and state components,
provided that individuals are tested on the questionnaire on at least two occasions.
So far, though, it has been rarely employed in empirical research.

Also, the assumption of matching trait and state dimensions may be incorrect.
The structure of anxiety appears to be different at trait and state levels, for example.
Deffenbacher (1980) points out that worry and emotionality items tend to cluster
together as elements of trait test anxiety, but separate at the state level. Similarly,
the content of Endler et al.’s (1991) four trait anxiety dimensions (social evaluation,
physical danger, ambiguous situations and daily routines) does not relate in any
simple way to their two state dimensions of cognitive—worry and autonomic—
emotional. It is possible that further work will find major state dimensions related
to, say, task motivation (C), curiosity (O) and social orientation (A) which will
correlate with the appropriate traits, and define a state Big Five. Alternatively, it
may be that there is no simple mapping of traits into states, and different descriptive
principles must be sought for the two kinds of variable.

Experimental studies

Another important source of evidence on relationships between trait and state
comes from experimental studies of mood induction. Blackburn, Cameron and
Deary (1990) used a version of the popular Velten technique intended to increase
state depression. They showed that N was significantly positively correlated with
the magnitude of increase in depression, but E was unrelated to state change. Larsen
and Ketelaar (1989, 1991) used a guided imagery procedure requiring subjects to
imagine vividly positive, negative and neutral scenarios. These included events
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Figure 4.7 Personality effects on induced mood
Source Larsen and Ketelaar (1991)

such as winning a lottery (positive), visiting a supermarket (neutral) and having a
close friend die of a painful and incurable disease (negative). Consistent with the
correlational data, extraverts tended to show greater increases than introverts in
positive affect under the positive mood induction, whereas N was associated with
greater negative affect when a negative mood was induced (see figure 4.7). Rusting
and Larsen (1997, 1999) report a further replication study, although they found
that both N and (low) E independently predicted negative affect response to the
negative mood induction. Zelenski and Larsen (1999) used emotive slides to induce
mood, and showed that a reward-sensitivity trait (related to extraversion) correlated
with induced happiness (r=0.39, n=86), whereas a punishment-sensitivity trait
(related to neuroticism) correlated with induced disgust, anxiety and gloom (range
of rs: 0.39-0.42). Two studies using emotive film-clips have also provided broadly
similar results (Gross, Sutton and Ketelaar, 1998; Morrone et al., 2000). However,
two studies failed to confirm that E related to positive emotional reactivity and N
to negative emotional reactivity (Bunce, Larsen and Cruz, 1993; Berenbaum and
Williams, 1995): these studies related E to response to negative stimuli and N to
response to positive stimuli.

Thus, as with the correlational data, there is a clear general trend linking E to
positive affect and N to negative affect, but also a smaller number of exceptions to
that trend. The typical finding (e.g. Larsen and Ketelaar, 1991) is open to a variety
of interpretations. The mood-induction data are often taken to support a psychobi-
ological account of personality effects (e.g., Morrone et al., 2000), but there is no
direct evidence. Perhaps, brain reward systems in extraverts are more sensitive to
the positive (internal) signals afforded by the positive induction, and, likewise, a
punishment system is responsible for the greater negative mood response of high
N persons. Equally, extraverts may have greater access to positive information in
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long-term memory to be integrated into the image, or greater facility in cognitive
elaboration of that information. Personality may also affect active regulation of
moods, i.e., voluntary, strategic attempts to change mood (Larsen, 2000; Thayer,
1996, 2001). Thayer, Newman and McClain (1994) found that introverts are more
likely than extraverts to use withdrawal from social interaction as a strategy for
dealing with bad moods, but extraverts are more prone to use exercise to enhance
energy. Thus, although the mood-induction studies have tended to neglect medi-
ating mechanisms, they converge with the correlational data, in suggesting how
personality may moderate the mood changes that people experience in response
to everyday positive and negative events.

Studies of the relationship between trait and state anxiety show the importance
of contextual factors. Hodges (1968) demonstrated that trait anxiety is positively
related to increase in state anxiety when stress is imposed through the threat to
self-esteem posed by failure on a task, but not when the stressor is physical in
nature (electric shock). Findings of this kind suggest that trait anxiety is primarily
related to sensitivity to ego threat (Eysenck, 1982). However, it is too simplistic to
suppose that trait anxiety moderates stress-induced increases in anxiety in certain
contexts only. As previously described, Endler et al. (1991) discriminated multiple
anxiety traits relating to different types of threatening context (social evaluation,
physical danger, ambiguous situations and daily routines). Each trait dimension
should predict state anxiety increase in the appropriate setting. This prediction has
been fairly successful (see Endler, 1997; Endler and Kocovski, 2001 for reviews
of studies). For example, in a physical threat situation (parachute jumping) the
physical danger trait predicted state anxiety, whereas in a social evaluation situation
(an equestrian competition) the social evaluation trait predicted state response.

In fact, the prediction of state anxiety is still more complex because the key
factor is not so much the objective nature of the setting, but the way it is appraised
by the individual subject. For example, one person might see the primary threat
of going to the dentist as being the physical pain inflicted, whereas another might
focus on the social threat of appearing cowardly. Endler and his colleagues (e.g.
Busch, King and Guttman, 1994) reported a series of studies in which a composite
predictor of state anxiety change was calculated by weighting trait anxiety scores
by the individual’s perception of the four types of threat. The composite predictor
was consistently more predictive than any of the anxiety trait variables of the state
anxiety change resulting from stressors such as taking an examination or dental
treatment.

Explaining the state correlates of extraversion and neuroticism

Thus far, we have established some fairly consistent associations between
traits and states, especially between E-PA-energy-happiness, and N-NA-tension-
unhappiness. However, trait—state intercorrelation varies with contextual factors
including the external situation (Brandstitter, 2001), the person’s appraisal of the
situation (Busch et al., 1994) and levels of reward and punishment stimuli (Rusting
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and Larsen, 1999). How can we explain these associations? In fact, there are sev-
eral different interpretations of the associations between E and N, as traits, and
mood. One distinction that is made is whether the source of correlation is remper-
amental or instrumental (Costa and McCrae, 1980; Lucas and Diener, 2000). The
temperamental explanation is that affect is central to the E and N traits, so that
personality necessarily entails individual differences in mood (Watson and Clark,
1992). The instrumental explanation is that personality influences situational en-
gagement, and consequently mood. For example, extraversion may be linked to
positive affect because extraverts have more social involvement, which in turn
tends to elicit positive mood.

Lucas and Diener (2000) favour the temperamental explanation. Instrumental
theories, they claim, predict that controlling for situational factors should elimi-
nate associations between personality and mood, but this hypothesis has not been
substantiated. For example, although social participation correlates with both ex-
traversion and positive mood, this situational factor does not fully mediate the
association between extraversion and mood. Box 4.2 discusses in more detail one
of the studies that has investigated the interrelationship of extraversion, mood and
social activity (Argyle and Lu, 1990). Conversely, at the trait level, there appears to
be quite strong convergence between E and PA. So far as N is concerned, it is hard
to see why high-N persons should seek out situations that make them unhappy,
again favouring a temperamental explanation. Thus, like Watson (2000), Lucas and
Diener (2000) favour Gray’s hypothesis, that E relates to sensitivity to reward sig-
nals, and N to sensitivity to punishment signals, as an explanation for temperamen-
tal influences on mood. They argue that extraverts’ preference for social situations
is a consequence not a cause of positive affectivity, in that extraverts’ higher reward
sensitivity makes it more likely that they will seek out social situations, which are
primarily rewarding.

However, the case in favour of a temperamental explanation is not quite as
clearcut as Lucas and Diener (2000) and Watson (2000) suggest, especially in the
case of E and PA. These authors seem to assume that all social participation is
equally uplifting, which may not be correct. Perhaps, extraverts are better able
to select or manage social situations that elevate positive mood, explaining why
extraverts are happier than introverts in social situations. Lucas and Diener (2000)
cite the Pavot et al. (1990) study that showed extraverts were happier than introverts
even when alone. However, Brandstitter’s (1994, 2001) data failed to replicate
this result. The difficulty may be that classifying situations as ‘social’ or ‘alone’
is too crude to identify the critical situational modifiers. Assuming that extraverts
prefer more stimulating environments than introverts, there may be some solitary
environments, such as watching a horror film alone, that are sufficiently arousing
that they provoke higher levels of positive affect in extraverts than in introverts.
Conversely, familiar or routine social situations may be de-arousing. Farthofer and
Brandstitter (2001) showed that in a sample of crane drivers and operators working
in a steel plant, extraversion was related to mood in work but not leisure situations.
They argued that the work was highly arousing, because of environmental factors
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Box 4.2 Extraversion, social activity and positive mood

One of the most consistent predictors of elevated energy, positive affect and
pleasantness of mood in naturalistic studies is social interaction with others
(e.g., Watson et al., 1992). Extraversion also correlates with both positive
mood and social activity, especially active participation in dating, party-going
and socialising over drinks (Watson et al., 1992). Could it be that social partic-
ipation actually contributes to the more positive moods of extraverts? Argyle
and Lu (1990a) showed that about half of the greater happiness of extraverts
could be explained by their greater participation in social activities. In a fur-
ther study, Argyle and Lu (1990b) suggested that it may be social competence
which explains the extraversion—happiness link. They developed the simple
model shown in Figure B.4.2.1 in which extraversion effects are partially me-
diated by social skills related to assertiveness. Possibly, assertiveness allows
extraverts to have more satisfying interactions with others (cf. Brandstitter,
1994, 2000), which would encourage greater social participation. However,
as Figure B.4.2.1 shows, assertion does not fully explain the extraversion—
happiness association. The causal network may also be more complex. It is
conceivable that happiness promotes assertiveness and interest in social inter-
action, for example. All the studies cited here used trait-like mood/happiness
measures, rather than measuring state mood in situ. Nevertheless, there are
reasonable grounds for supposing that lifestyle differences may contribute to
relationships between extraversion and mood.

Extraversion
0.49** 0.28*
Social competence Haopine
(Assertion) 0.36** ppIness

Figure B.4.2.1 A path model for extraversion effects on happiness
Note *P<0.05, **P<0.01
Source Argyle and Lu (1990b)

such as noise, and the inherent risks of working with molten steel. Analysis of
diary data indeed showed that extraverts were only happier than introverts in
high-risk work situations. Hence, most current studies do not really do justice to
situational variability, and a more fine-grained analysis of situational moderators is
required.

A second weakness of the argument for temperament is that it is based mainly
on the shortcomings of the instrumental explanation, rather than on direct evidence
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that associations between traits and states are mediated by brain reward and pun-
ishment systems. As we will see in chapter 7, the evidence for Gray’s theory
of brain motivation systems is mixed (Matthews and Gilliland, 1999). To give
one example, it is often supposed that the behavioural activation or facilitation
system linked to E is dopaminergic in nature (Depue and Collins, 1999). If this
system is more reactive in extraverts, then dopaminergic drugs should produce
more positive moods in extraverts than in introverts. Corr and Kumari (2000)
tested this prediction, using the UWIST Mood Adjective Checklist (Matthews
et al., 1990) to assess mood. In fact, extraversion had no moderating effect on
mood response to the drug amphetamine. Instead, the critical personality factor
was psychoticism (P): lower-P individuals had relatively more positive responses
to the drug. These findings suggest that, contrary to much theorising on person-
ality and mood, it may be P rather than E that should be related to dopaminergic
functioning.

An alternative, interactionist framework for relating traits to states is provided
by Lazarus’s (1991) view that (emotional) states provide an ‘on-line’ index of the
person’s current state of adaptation or maladaptation to their environment. States
describe how the person stands in relation to environmental demands and pressures,
so that anxiety signals personal threat, depression signals irrevocable loss, and so
forth. Matthews, Derryberry and Siegle (2000) suggest that traits may bias the
cognitive processes that govern adaptive status, i.e. appraisal of external demands
and personal competence, and choice of strategy for coping with demands. As we
shall see in chapter 9, there is extensive evidence linking both E and N to appraisal
and coping. Matthews, Derryberry and Siegle (2000) reported that a correlation of
0.41 (n = 108) between N and distress was no longer significant with cognitive
factors controlled: the state—trait association appeared to be mediated by factors
including threat appraisal and emotion-focused coping. Similarly, a significant
correlation of 0.29 between N and worry was mediated by emotion-focused and
avoidant coping. E was unrelated to task engagement in this study, but this state
factor correlated with cognitive factors including challenge appraisal and task-
focused coping. Hence, trait—state relationships may be a consequence of traits
biasing the person’s situational cognitions of external demands. Future research
will undoubtedly focus in more detail on mechanisms mediating between traits
and individual differences in moods and states. It may well transpire that multiple
biological and cognitive mechanisms play a role in the emotional consequences
of traits.

Conclusions

1. State variables are important both as correlates of traits, and as potential media-
tors of associations between traits and behaviour. Research on states has focused
on psychometric criteria for differentiating traits and states, dimensional models
for states, and inter-relationships between traits and states.
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2. Both trait and state measures must be internally consistent and valid. However,

by contrast with trait scales, state measures should show only moderate test—
retest reliability over periods of a day or more. Scores should also be sensitive
to situational manipulations. States are an important aspect of trait theory, be-
cause they may sometimes mediate the behavioural consequences of traits, as
described by state—trait models. The nature of the mediating processes is open
to debate. One possibility is that trait effects are biologically mediated. For
example, positive and negative moods might reflect the activity levels of brain
reward and punishment systems, respectively. A second possibility is that ef-
fects might be cognitively mediated: moods may reflect the person’s situational
appraisals, and their choice of strategy for coping with external pressures. Per-
sonality traits might relate to individual differences in both neural function and
information-processing that control individual differences in mood states.

. Factor-analytic studies of mood suggest that there are only a small number

of fundamental dimensions. Thayer (2001) identified energetic arousal and
tense arousal as basic dimensions; another scheme (Watson and Tellegen, 1985)
called similar dimensions positive affect and negative affect. Rotating these axes
through 45 degrees gives alternative dimensions of pleasure and activation.
Other studies (e.g., Schimmack and Grob, 2000) have extracted three factors,
adding a pleasantness factor to energetic and tense arousal dimensions, within
a correlated-factor model. Further differentiation of affects, especially negative
affects, may be necessary to fully explain the variance in states. Both two- and
three-dimensional models provide a useful basis for research. There is extensive
validation evidence from experimental and naturalistic studies that shows that
different mood dimensions are sensitive to different biological and cognitive-
social influences. The validity of mood scales is also shown by studies that
relate mood to objective performance indices.

. The study of states includes cognitive and motivational states, as well as mood

states, as described by the ‘trilogy of mind’. Cognitive states have received
more attention, and scales have been developed to measure constructs such as
cognitive interference and self-esteem. Recently, Matthews et al. (in press) have
presented a comprehensive state model for performance settings that differen-
tiates three second-order factors of task engagement, distress and worry. The
first two factors integrate cognitive, motivational and affective aspects of state,
whereas worry is exclusively cognitive.

. Extraversion and neuroticism are the traits most reliably associated with mood

and, in the case of N, with the cognitive states that define worry. Both cor-
relational and experimental studies tend to link E to positive affect (energy)
and N to negative affect (tension). One view is that E represents temperamen-
tal positive affect, whereas N represents temperamental negative affect. These
temperaments have been linked to brain reward and punishment systems, re-
spectively. However, the temperament hypothesis may not fully explain the
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variation of associations between personality and mood across different sit-
uations (‘situational moderation’), especially in the case of E. There is some
evidence that personality effects may be mediated by cognitive factors (appraisal
and coping), suggesting a transactional perspective on trait—state associations.
Further research in this area should focus more closely on possible mediating
mechanisms.

Note

1. This criterion also illustrates a broad psychometric principle, that of convergent—
divergent validity. Scales should correlate strongly with related constructs (convergent
validity), but weakly, at most, with unrelated constructs (divergent validity).
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5  Alternatives to trait theory

Thus far, we have outlined the general case for approaching the study of per-
sonality via the trait concept. Before developing this argument, we must look
briefly at the relationship between trait theories and other approaches to person-
ality, such as psychoanalysis and humanistic psychology. There are two main
reasons for so doing. First, trait theory has not developed in isolation from al-
ternative theories. Allport (1937), for example, explicitly stated that his trait
theory was an attempt to unify the diverse personality theories of this day.
It is important to identify, first, those features of trait theories which are dis-
tinctive from other approaches, and, second, areas of common ground between
trait theories and the alternatives. An issue of particular importance is consis-
tency of behaviour. As we shall see, the idea of temporal stability in behaviour
and mental life is not exclusive to trait psychology. Second, our thesis in this
book is that trait psychology is becoming the dominant paradigm for personal-
ity research. This chapter offers some reasons why the trait approach may be
more successful than competing ones, such as its use of the scientific method,
and its ability to accommodate empirical data on behavioural consistency and
stability.

Some disclaimers are necessary at this point. This chapter is not an attempt at
a general survey of personality theory, and we assume the reader has an intro-
ductory knowledge of the main strands of personality research, such as psycho-
analysis. Any of the standard texts on the Hall of Fame of influential personality
psychologists (e.g., Hall and Lindzey, Phares, Engler) will suffice to provide the
necessary background. The structure of the chapter reflects the broad issues intro-
duced in the previous paragraph, and we refer to specific theories as they relate
to these issues. Hence, there is no attempt to provide a name check for all the
members of the Hall of Fame. First, we describe how we might conceptualise
traits within psychodynamic theory, referring mainly to Freud’s psychoanalysis.
Second, we review recent studies of unconscious processes that use rigorous ex-
perimental methods, and consider what light they may shed on personality. Third,
we survey phenomenological and humanistic approaches to personality, such as
those of Rogers and Maslow. We also consider how some humanistic themes have
been picked up in contemporary studies of motivational dispositions and positive

psychology.
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Traits in psychodynamic theory

The contribution of psychoanalysis

Psychoanalysis began with the theories of Sigmund Freud, and has spawned a fam-
ily of ‘psychodynamic’ personality theories with various common elements. At a
theoretical level, these include the importance of unconscious processes, sexual
gratification or other basic motives, and childhood experience. Methodologically,
Freudian and post-Freudian psychodynamic theories emphasise the importance of
the detailed study of individuals, and especially the clues they provide to the work-
ings of the unconsciousness, for example, in dreams, parapraxes, the relationship
with the analyst, free association, responses to ambiguous stimuli, and so forth.
Because few of Freud’s contemporaries and successors set out their conceptual
system as clearly as he did, we shall primarily use Freudian theory to illustrate the
main features of the psychodynamic approach to personality.

A fundamental attribute of psychoanalysis is that the basis for personality is
the energy associated with basic biological drives or id. The sexual component
of these drives, the libido, is of special importance. During development, parts
of this energy become detached from the id to form the reality-oriented ego, and
the superego or ‘conscience’. The psyche has a kind of internal economy, such
that a fixed quantity of energy is invested in various mental structures. Energy
fixation or cathexis takes place at more fine-grained levels also. Attachment and
re-attachment of libido to the various erogenous zones is associated with the stages
of psychosexual development (oral, anal, phallic, latency and genital) and with
associated complexes, notably the Oedipus complex. At a still more differentiated
level, libido may be fixated on specific stimuli, such as people, or on cherished ideas
and causes. This process may lead to perversions such as fetishisms. Personality
derives in part from the pattern of investment of energy. We might see a gluttonous
and licentious individual such as Shakespeare’s Falstatf as someone in whom much
of the libidinal energy remains within the id. In religious leaders, such as the Pope,
a large proportion of the libido is invested in the superego.

However, personality is not simply derived from a free choice between libidinal
alternatives, because, in modern society, there is a deep-rooted tendency for dif-
ferent personality structures to be in conflict with one another. The id’s immediate
need for gratification (the pleasure principle) often transgresses the ego’s need to
maintain security in the objective world (the reality principle). As the long cata-
logue of politicians shamed by sexual misadventure shows, the id sometimes wins
the struggle with the ego. Likewise, both ego and id may be at odds with the moral
dictates of the superego.

The most important consequence of these conflicts is that important areas of
psychic experience, such as unacceptable wishes, become unconscious. However,
unconscious does not mean inactive. Unconscious wishes continue to seek fulfil-
ment, leading to defence mechanisms such as projection and reaction-formation.
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Many defence mechanisms are essentially a compromise between the id’s need
to find an outlet for sexual and/or aggressive desires, and the needs of the ego
and superego to thwart desires which threaten reality-adjustment or moral rules.
Defence mechanisms are often unsuccessful because maintaining them requires
libido and itself distorts behaviour. The ego typically reacts to repressed libido
with neurotic anxiety; the person’s own desires are seen as a source of threat. Ad-
justment requires sublimation, finding socially acceptable substitute behaviours,
such as a person with sadistic desires becoming a butcher or surgeon.

Correspondences between psychodynamic and trait approaches to
personality structure

Thus far, we have identified four principal ideas: libidinal energy as the basis for
personality, energy-based personality structures, conflict between structures, and
unconsciousness as a defence against unacceptable desires. Leaving aside for the
moment the scientific validity of these ideas, we may ask how they relate to trait
psychology. The energetic metaphor remains influential, in the form of arousal
theories which propose that personality results from individual differences in the
excitability of brain systems (see chapter 7). Ironically, given the sexual connota-
tions of ‘arousal’, the contemporary concept is largely asexual; sexual arousal is a
rather special case of a more general activating response. Some of Freud’s succes-
sors moved in a similar direction, with Jung (1948) replacing libido with a more
general psychic or life energy. However, contemporary neuropsychology does not
favour a unitary psychic energy. The general trend is towards ever finer discrim-
ination of multiple systems which may be independently aroused or de-aroused
(e.g., Robbins, 1986).

At the level of personality structure, there is no doubt that psychoanalysis has
been useful, for labelling purposes at least, to trait theorists. Cattell (1973) labelled
one of his primary factors (C) Ego Strength and another (G) as Superego, though
he rejected any general correspondence between psychometric and psychoanalytic
personality constructs. Brand (1994) relates each of his modified Big Five factors
to Freudian constructs, while retaining intelligence as a purely intellectual factor.
Extraversion is linked to energy and relatively free expression of the desires of
the id. This identification is plausible, in that extraverts appear to enjoy more
varied and extensive sexual experiences than introverts (see Eysenck and Eysenck,
1985). Neuroticism relates to weakness of the ego, and Conscientiousness to the
relatively primitive methods used by the superego to maintain social conformity,
such as adherence to traditional values. Conversely, Eysenck’s P dimension might
be linked to superego weakness, and Eysenck himself has used this terminology.
To explain the remaining two Big Five dimensions, Brand (1994) refers to two
concepts introduced at a relatively late stage of Freud’s (1920) theorising, eros
and thanatos, the so-called life and death instincts. Brand’s affection dimension
(emotional Openness) relates to eros, and his will dimension (low Agreeableness)
to thanatos. In other words, the ‘niceness’ to others which characterises the high A
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individual is simply the lack of the destructive, aggressive drives associated with
thanatos.

A further example of convergence between psychoanalytic and trait theories
comes from work on depression. In psychoanalytic theory ‘anaclitic’ depression
refers to feelings of helplessness and abandonment, whereas ‘introjective’ de-
pression is associated with feelings of inferiority, guilt and worthlessness (Blatt
and Maroudas, 1992). The two types of depression are said to arise from, re-
spectively, inadequate maternal care and parental criticism of the child’s early
attempts at asserting independence. As Blatt and Maroudas (1992) discuss, cog-
nitive personality research appears to have rediscovered this distinction in the
guise of trait measures. A dimension of sociotropy (Beck et al., 1983) corresponds
to the anaclitic or dependent type of depression, whereas Beck et al.’s auton-
omy dimension relates to the introjective or self-critical type. A further twist is
that both dimensions are substantially correlated with neuroticism, which may
be responsible for their associations with clinical criteria (Coyne and Whiffen,
1995). The relationship between neuroticism and depression is discussed further in
chapter 9.

The Big Five are in evidence in post-Freudian psychodynamic theory also.
Horney (1950) discriminated three broad interpersonal styles of moving towards
others (self-effacement), moving against others (expansion) and moving away from
others (resignation) which appear to correspond to a mixture of high A and low C,
low A and high C, and low E respectively. Self-effacement and expansion might
also be seen as contrasting low and high Psychoticism. Horney’s scheme of things
also includes an analogue of N: basic anxiety derived from all-pervading feelings
of vulnerability and loneliness. As mentioned in chapter 1, the Jungian personality
characteristics measured by the MBTI correspond to four of the Big Five (McCrae
and Costa, 1989), although there is little contact between Jung’s somewhat mystical
personality theory and trait psychology. More recently, Loevinger (e.g., 1997) has
identified a series of stages of ego development which relate to personality and
style of interpersonal interaction. These stages have clear Big Five connotations.
For example, there is a Conscientious stage, and an earlier Self-Protective stage
associated with low A characteristics such as wariness of others and manipulation
in relationships. As with other stage models, there is an implicit value judgement
that, in adults, characteristics associated with later stages are better than those of
earlier stages, which is not a part of the Big Five.

The two remaining ‘big ideas’ of psychoanalysis mentioned above, conflict
between structures and the importance of the unconscious, have found fewer di-
rect applications in trait theory. Theorists such as Eysenck (e.g., 1992b) have
tended to see psychopathology as derived from single personality traits such as
neuroticism or psychoticism, although the expression of pathology is moderated
by extraversion. Conflict has been more important in motivation theory, as ex-
pressed, for example, by the hypothesis that ‘resultant’ achievement motivation
represents the difference between approach and avoidance tendencies (McClelland,
1985). As we shall see below, the conflict theme has also been developed within
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Table 5.1 Examples of empirical psychoanalytic research

Concept

Research

Unconscious processes  Subliminal presentation of motivational stimuli e.g. ‘Beating Dad is OK’ may

activate Oedipal reactions

Defensive processes Investigations of relationships between pathological defensiveness and mental

‘Attachment’ to

health
Security of attachment in childhood and adult social functioning: does childhood

significant others insecurity lead to later difficulties in forming close relationships?

Ego development

Stages of ego development, and their dependence mode of interpersonal
interaction

Note See Westen and Gabbard (1999) for references to original research

phenomenological approaches to personality. Westen and Gabbard (1995) point
out the rediscovery by experimental psychology of the unconscious, as exempli-
fied by distinctions such as implicit and explicit knowledge. They suggest that
the questionnaire measures which form the basis for trait theory neglect uncon-
scious knowledge, and provide impoverished descriptions of the person compared
to those provided by psychodynamic analyses of the individual. The emphasis of
trait theory on biological bases for personality has discouraged interest in distinc-
tions between conscious and unconscious processes. More recently, however, the
influx of cognitive psychological concepts into personality psychology has led to
renewed interest in this area (see chapter 12).

Empirical studies of psychoanalysis and personality

There is undoubtedly some overlap between the personality constructs used in
psychoanalytic and trait approaches. In itself, this is unsurprising, and, from the
Big Five perspective, supports the pervasiveness of the Five (Costa and McCrae,
1992b). The more interesting questions are whether psychoanalysis helps to
explain the underlying psychology of the Big Five, and whether we should develop
personality constructs and measures tightly linked to Freudian theory. The scien-
tific acceptability of psychoanalysis has been much debated, and various positions
have emerged. One school of thought argues that the key ideas of psychoanalysis
are simply not scientifically testable (Popper, 1957), another that some hypotheses
can be tested and are false (Griinbaum, 1984; Eysenck, 1985). The reliability and
validity of Freud’s methods, such as free association, have also been criticised
(Macmillan, 1997, 2001). Box 5.1 assesses the limited utility of dreams as a
guide to personality. Clearly, if psychoanalysis is untestable, wrong or based on
nonscientific methods it cannot contribute to personality theory. The case in favour
of empirical verification of psychoanalysis has been put by Westen (1999; Westen
and Gabbard, 1991). He argues that there is experimental support for a number of
fundamental tenets of psychoanalysis, as illustrated in table 5.1. However, even
within psychoanalysis, some have admitted that the personality theory — Freud’s
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Box 5.1 Dreams: Royal road or blind alley?

Freud famously saw dreams as a ‘royal road’ to understanding the psyche.
Decoding the manifest dream revealed the latent unconscious material that
threatened the ego. Unfortunately, there is little evidence that substantiates
traditional Freudian interpretations of dream images, although perhaps the
skilled clinician may obtain clues to pathology on an idiographic basis. If
anything, dreams may simply reflect conscious preoccupations; for example,
individuals with panic disorder appear to be vulnerable to nightmares (Schredl
et al., 2001). One influential theory of dreams (Crick and Mitchison, 1995)
proposes that they are no more than the process of removing unneeded memo-
ries. If so, the interpreter of dreams is much like a private investigator searching
someone’s trash for clues. The search may turn up occasional revelations, but
the great majority of the material is the psychological equivalent of fishbones
and potato peelings.

Studies of traits have focused on quantity of dreaming, i.e., dream recall
frequency (DRF), indexed by self-reports of number of dreams recalled per
month. Freudian theory predicts that the trait of repression, discussed in this
chapter, should be negatively correlated with DRF. Conversely, we might ex-
pect a positive correlation with overt anxiety or neuroticism. In fact, these
hypotheses have received little empirical support (see Schredl, Nuernberg and
Weiler, 1995; Blagrove and Akehurst, 2000): personality correlates of DRF are
inconsistent from study to study, and are often non-significant. As Blagrove
and Akehurst (2000) conclude, the main influences on DRF may be physiolog-
ical rather than psychological. Another line of research is suggested by studies
that show more creative persons report a higher DRF (Schredl et al., 1995).
However, Schredl (2002) failed to find any correlation between DRF and
Openness to Experience, which may relate to creative inclinations, or, indeed,
any of the Big Five. Of course, DRF is a crude measure of dreaming experi-
ence, and use of more fine-grained indices may be more productive. In addi-
tion, sleep and dreaming may be disturbed in clinical patients (Schredl et al.,
2001). So far, though, the data do not suggest that measures of dreaming can
tell us much about normal personality.

metapsychology —is invalid and that only the core aspects of his clinical psychology
are retained (Holt, 1985).

An intermediate position is advocated by Kline (1981), who finds empirical
support for some Freudian propositions, but not others. For example, Kline (1981)
suggests that there are distinct dimensions of ‘oral’ and ‘anal’ character which can
be reliably and validly measured, by questionnaire, or (less reliably) by projective
measures. The anal character is associated with qualities related to obsessionality
such as rigidity and obstinacy. However, there is no evidence that this aspect of
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personality relates to childhood events at the anal stage of development, such as
toilet training, so it is unclear that the Freudian interpretation of this obsessional
personality trait adds to our understanding of it. In general, obsessional traits appear
to be a mixture of high C and low O (Kline and Lapham, 1991; Kline, 1993). A
related trait, authoritarianism, is discussed further in chapter 8.

One of the difficulties in assessing work in this area is deciding what level of
supportive evidence is required to reach a judgement that psychoanalytic theory
is basically in good shape. Even supporters of psychoanalysis such as Westen
(1999) accept that some of Freud’s views were incorrect. The question which
arises is what degree of error in psychoanalysis forces us to abandon the approach,
and to formulate an alternative which still captures whatever positive features of
psychoanalysis there may be. Such philosophical issues will not be pursued further
here (see Kuhn, 1962, and Lakatos, 1970, for discussion of scientific ‘paradigm-
shifts’). In general, trait theorists have been unconvinced by psychoanalysis, and
there is, in general, little acceptable scientific study of Freudian or post-Freudian
concepts and systems. It may be that some of the major concerns of psychoanalysis
will contribute to the understanding of personality traits. However, it may be
necessary to divest theories of research findings such as those of table 5.1 of
their psychoanalytic trappings for progress to be made.

The unconscious: contemporary studies

In recent years, interest in the unconscious has revived through two devel-
opments in cognitive psychology: one a theoretical advance, the other a method-
ology. The theoretical development is the theory of automatic and controlled
processing (Schneider, Dumais and Shiffrin, 1977). It distinguishes two quali-
tatively distinct modes of information-processing (which may or may not grade
into one another). Automatic processing is unconscious, effortless and driven by
external stimuli, without volition. Controlled processing is partly accessible to con-
sciousness, effortful and voluntary, in being driven by a strategy. With sufficient
practice, even complex mental activities may be accomplished automatically. The
theory seems to reinforce the Freudian notion that much of mental life operates
outside awareness.

The methodology is the use of subliminal stimuli to investigate cognitive pro-
cesses. Subjects are presented with a briefly presented target stimulus, followed
by a masking stimulus that prevents conscious awareness of stimulus presentation,
provided the presentation time of the target is sufficiently short (often less than
50 ms). A typical application is the ‘priming’ paradigm, in which the subliminal
stimulus is presented prior to a consciously perceived stimulus that requires some
response. The subliminal stimulus may bias or prime response to that stimulus. For
example, the ‘lexical decision’ task requires the person to decide whether strings
of letters are valid English words or not. Recognition is faster when the word is pre-
ceded by a semantically related word, even if this priming word is subliminal: for
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example, NURSE speeds recognition of DOCTOR (Neely, 1991). The relevance
to personality is that studies show priming of social attitudes and behaviours. For
example, subliminal presentation of African-American faces to white American
subjects increases the level of their hostile attitudes and verbal behaviours in an
experimental setting (Chen and Bargh, 1997). As aggression is part of the stereo-
type attached to African-Americans, it is supposed that unconscious activation of
this stereotype increases hostility. Perhaps there is a parallel here with the Freudian
concept of repression of socially unacceptable thoughts (i.e, racist thoughts). In
this section, we look, first, at some illustrations of empirical studies, and, second,
at their implications for studies of personality traits.

Experimental studies of the unconscious

A recent review (Kihlstrom, 1999) of unconscious (or implicit) processing has
demonstrated its pervasiveness. Studies of perception demonstrate that the meaning
of a subliminal stimulus can be encoded without it being conscious recognition. It
should be noted that studies of subliminal stimuli are fraught with methodological
difficulties (Holender, 1986). Although the effects are real, they are often of small
magnitude, and subjects’ self-reports of awareness are not reliable (Kunimoto,
Miller and Pashler, 2001). Studies of implicit memory are based on demonstrations
that subjects’ behaviour is affected by a previous encounter, even if they have no
conscious recollection of it (Schacter, 1996). For example, in lexical decision, prior
exposure to the word speeds response, even when the exposure has been forgotten.
Implicit thought is demonstrated by studies showing that people can solve certain
types of problems without being able to articulate what they did. Kihlstrom (1999)
also points to instances of implicit emotion and motivation. The person may have
feelings and urges that they cannot explain.

One area of research is concerned with repression of unacceptable material.
In an early experiment, McGinnies (1949) briefly presented subjects with taboo
words (such as sexual words) and neutral words. He found that the minimum time
at which the word could be consciously recognised (the ‘recognition threshold’)
was of longer duration for taboo words. It was claimed that taboo words evoked
anxiety, which in turn initiated psychological defence, blocking perceptual pro-
cessing. The study appears to provide an experimental confirmation of one aspect
of Freudian theory. More recent work (reviewed by Kitayama, 1997) has replicated
the McGinnies finding, and shown that the emotional content of the word does in-
deed influence perceptual threshold. It is not the case the subjects are simply more
reluctant to report taboo words (response bias).

However, these studies also call into question the Freudian view that uncon-
scious processing is motivated and purposive (see Kitayama, 1997). For example,
‘defence’ is not restricted to taboo words: both positive and negative words produce
the same elevation of recognition threshold. The effect also varies with factors such
as word length and frequency, which are of no motivational relevance. In fact, as
Kitayama’s studies show, the key factor is the accessibility of the perceptual code.
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According to his affect-amplification model, both positive and negative emotions
tend to amplify attentive processing, facilitating recognition of accessible codes,
but impairing recognition of codes that are hard to access (e.g., briefly presented,
short, unusual words). Thus, effects of word content on recognition thresholds
have nothing to do with Freudian defence. Instead, they are the ‘result of an in-
teraction between affective and cognitive pathways commonly involved in any
ordinary processes of perceiving and thinking’ (Kitayama, 1997, p. 239).

Evidence for the operation of defence mechanisms comes from studies of indi-
vidual differences. ‘Repressors’ are a group of people who obtain low trait anxiety
scores, but are high in ‘social desirability’; that is, they respond defensively to
criticism. Studies show that repressors have, for example, poorer memory for un-
pleasant events, deficits in emotional self-disclosure, and avoidance of threatening
material (Weinberger and Davidson, 1994). Again, however, it is unclear whether
‘repression’ operates as described by Freud. In reviewing the literature, Caprara and
Cervone (2000) point to some discrepancies. For example, repressors have poorer
recall of positive experiences as well as negative experiences. In fact, memory
differences may be a consequence of differences in the ways that repressors and
nonrepressors encode information in the first place. There also seem to be some
advantages to repression: Furnham, Petrides and Spencer-Bowdage (2002) found
that repressors were quite high in self-esteem, life satisfaction and use of ‘healthy’
coping styles. Indeed, perhaps the repressor personality has conscious as well as
unconscious aspects. More generally, Caprara and Cervone (2000) reach three rea-
sonable conclusions on defence mechanisms. First, there is good evidence for their
existence. Second, mechanisms underlying defence are only partially understood,
but they may reflect interactions among basic, normal affective and cognitive pro-
cesses. Third, there is no evidence for the Freudian concept of some unconscious
ego-protection mechanism that protects against unacceptable emotional feelings.

Another line of research (reviewed by Bargh, 1997) is concerned with priming
effects. Several studies show that attitudes and behaviours can be primed by ap-
propriate cues, even if the subject is unaware of the cue. For example, subjects
subliminally exposed to aggressive words are more likely to rate other people
as aggressive, in an experimentally controlled setting (Bargh and Pietromonaco,
1982). Bargh, Chen and Burrows (1996) primed subjects with words suggesting a
stereotype for old people (e.g., bingo, Miami), and showed this manipulation influ-
enced how slowly they walked away when leaving the experiment, demonstrating
behavioural change. Chartrand and Bargh (2002) discuss studies suggesting un-
conscious motivations. They argue that goals produce much the same effects on
behaviour irrespective of whether they are explicit, or primed by contextual fac-
tors. For example, one of their studies showed that subjects could be primed to
process sentences so as to either form an impression or to memorise them.

Bargh (1997) and Chartrand (Chartrand and Bargh, 2002) conclude that much of
mental life proceeds unconsciously. However, they differ from Freud in suggesting
that unconscious processing simply handles routine mental activities, leaving con-
sciously accessible processing to handle novel and complex situations. Thus, the
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unconscious is not a seething morass of repressed desires, but an adaptive system
with distinct cognitive, affective and motivational aspects. Its main disadvantage is
that lack of awareness is associated with lack of control, so that the person cannot
correct processing that may be undesired, such as stereotypical beliefs. In short,
the unconscious is important, but not for the reasons given by Freud. As Kihlstrom
(1999, p. 208) states, with perhaps just a little hyperbole, ‘Modern research on cog-
nition and the cognitive unconscious owes nothing whatsoever to Freud and that is
also the case with modern research on emotion and the emotional unconscious.’

Implications for trait theory

The topic of the unconscious is again prominent in many contemporary reviews
of personality. For example, Pervin (2002) refers to the unconscious as ‘a topic
of enormous theoretical and methodological importance to the field of person-
ality psychology’ (p. 209), with ‘tremendous implications for the assessment of
personality’ (p. 210). Is this really so? There are some reasons for caution. The
evidence reviewed comes from carefully controlled laboratory studies, in which
even small effects of, for example, priming manipulations, may be detected. The
real-world relevance of these effects remains to be demonstrated. People are, per-
haps, generally aware of those motives and thoughts that are important to them.
Mayer and Merckelbach (1999) showed that subliminal stimuli had no effects
on strong emotions. The theoretical implications of whether processing is un-
conscious or conscious is also uncertain. Clore and Ortony (2000) suggest that
unconscious processing is based on an associative ‘reinstatement’ mechanism that
retrieves prototypical meanings for the stimulus concerned. Thus, subliminal pre-
sentation of stimuli does not involve some separate unconscious system. Instead,
it strips the stimulus representation of the contextual, episodic information that
would normally be encoded with it, so that the person does not explicitly recog-
nise the stimulus. A final reason for caution is that much work on the unconscious
does not directly relate to personality at all. As Todorov and Bargh (2002, p. 54)
state, ‘research on these [unconscious] determinants is an extension of the social
psychology tradition of discovering the situational causes of behavior’.

At the same time, there is scope for integrating experimental studies of the un-
conscious with work on personality traits. At an empirical level, we can investigate
whether traits predict individual differences in unconscious processing. Two ex-
amples will show the potential interest of studies of this kind. Chartrand and Bargh
(1999) investigated what they called the ‘chameleon effect’: the tendency towards
unconscious mimicry of the nonverbal behaviours of the other people one inter-
acts with, such as postures, mannerisms and facial expressions. They showed that
people high in dispositional empathy exhibited the chameleon effect to a greater
extent than low empathic individuals. As empathy is an aspect of agreeableness,
this process might contribute to differences in social behaviour shown by persons
high or low in this trait, which we discuss in chapter 8. A second example concerns
studies of subliminal threat stimuli. Several studies have shown that such stimuli
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seem to attract the attention of subjects high or low in trait anxiety, as further
discussed in chapter 12. Again, similar effects are seen with supraliminal stimuli,
implying that it is more useful to think in terms of processing mechanisms rather
than consciousness. Furthermore, effects of subliminal stimuli seem to be moder-
ated by conscious expectancies and other contextual factors (Fox, 1996; Matthews
and Wells, 2000). It is important that traits influence unconscious processing, but
we may be able to see similar outcomes in studies of conscious processes.

In terms of theory, an important contribution of work on the unconscious is the
idea of ‘chronically accessible constructs’, i.e., those that come to mind sponta-
neously, when, for example, the subject is asked to rate the personality of others
(Higgins, King and Mavin, 1982). For example, some people are biased towards
thinking about people in terms of how kind they are, while others focus on shy-
ness. Chronically accessible constructs meet some of the criteria for traits. They
are considered stable over time, and to influence cognition across different situa-
tions. Unfortunately, studies in this area have neglected trait measures: it is unclear
whether thinking about people as kind or unkind relates to being kind oneself. In-
deed, Cervone and Caprara (2000) suggest that constructs should be approached
idiographically. However, Todorov and Bargh (2002) suggest that dispositional
aggression may be a consequence of chronically accessible constructs represent-
ing a history of exposure to violent events. It seems that aggressive children tend,
automatically, to attribute hostile intentions to others, for example. More gener-
ally, the idea is that personality may relate to unconscious knowledge structures
developed through social learning that generate consistent biases in cognition and
behaviour. We return to this idea in more detail on chapter 8.

Humanistic and phenomenological approaches

We have seen that there is no fundamental conflict between psychoanal-
ysis and trait theory. In principle, trait theory might even be enriched by incorpo-
ration of the sources of consistency described by psychoanalytic theory, although
in practice scientifically acceptable support for the psychoanalytic view of per-
sonality has been disappointing. A more radical challenge to the assumptions of
trait theory is posed by humanistic and phenomenological approaches to person-
ality. There are a variety of approaches of this kind, but they all emphasise the
importance and uniqueness of the individual’s subjective experience and the self
as actively shaping experienced reality and personality. At one level, phenomeno-
logical personality theories are directly opposed to trait theories in their emphasis
on the idiographic study of personality, on a case by case basis. At the extreme,
there is little basis for any sort of dialogue between psychologists favouring idio-
graphic and trait approaches, because their assumptions are so much at variance.
Existential psychology (Binswanger, 1963), for example, rejects the view that
behaviour has unseen causes; psychology must deal with immediate conscious
phenomena. However, if there are no latent causes of experience, there is no basis
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Table 5.2 A survey of idiographic methods

1. Quantitative single case study

2. Qualitative single case study

3. Intra-individual correlation
study

4. Single-case experimental study

5. Idiographic personality
measurement

6. Idiographic prediction

7. Configurational analysis

Measurement of time spent on different activities during the day by a
particular person

Reconstruction and interpretation of events leading up to an episode
of mental illness

Correlating asthma attacks with presence of precipitating factors in a
single individual

Systematic comparison of effects of different treatments on a single
clinical patient

Determination of the rebellious acts a person may perform, followed
by assessment of the frequency of rebelliousness during various
activities during a fixed time period

Use of past patterns of behaviour to predict clinical prognosis for a
clinical patient

Assessment of patterns of subjective experience behaviour which

co-occur in an individual

Note See Runyan (1983) for references to original research

for psychological stability, and the trait concept is meaningless. Indeed, existential
psychology denies the validity of the natural-science approach on which nomo-
thetic trait theories are based. A distaste for ‘pure data-grubbing’, in Bannister
and Fransella’s (1989) revealing phrase, is common even among variants of phe-
nomenological psychology which make use of quantitative measures.

However, compromises are also possible. Allport’s (1937) trait theory aimed to
synthesise a nomothetic, explanatory theory of common traits with an idiographic
account of individual traits. Allport diverged from contemporary trait theory in
seeing individual traits as being more ‘real’ psychologically than common traits,
which he described as merely the measurable aspects of complex individual traits
(Allport, 1937, p. 299). Allport also saw consistency as a feature of both common
and individual traits; there is no contradiction between consistency of behaviour
or experience and the idiographic approach. It is possible to do systematic id-
iographic research: table 5.2 summarises Runyan’s (1983) survey of idiographic
methods. Bem and Allen (1974) have suggested that consistency is best understood
idiographically; some people are consistent some of the time in some situations.

Like psychoanalysis, phenomenological and humanistic personality theories
are based on a set of key themes or big ideas. They largely reject the energy
metaphor and fixed structural differentiation of personality systems such as id
and ego. They also differ from both psychoanalysis and most trait theories in
emphasising subjective experience, including awareness of the self. The self is
also important as an agent which actively constructs the person’s mental life: a
distinction is sometimes drawn between self-as-object and self-as-doer (Smith,
1950). Like psychoanalysis, these theories admit the importance of conflict, but
see conflict as arising out of maladaptive or unwise conceptions of the self or the



124

The nature of personality traits

individual’s place in the world. The final theme is that of a fundamental motivation
towards personal development, sometimes termed self-actualisation. This latter
emphasis on the development — even progression or maturation — of personality in
adulthood is not generally a part of the trait tradition (Erikson, 1982).

Investigating the self

To the trait theorist, the more interesting strands of phenomenological research
are those which aim to investigate the self using quantitative data. Some theorists
have developed systematic means for investigating the organisation of the individ-
ual’s self-awareness. Rogers (1951) used the Q-sort technique in which subjects
sort cards containing self-descriptive statements into piles according to their self-
relevance. The technique goes beyond conventional personality ratings in that the
cards may be sorted with respect to various aspects of the self. For example, the
first sorting might be for a simple self-description (‘the actual self”) and the second
for a description of how one would ideally like to be (‘the ideal self”). The cards
may be made more or less idiographic in application, by using the same statements
across a variety of respondents, or by tailoring them to the individual. Rogers also
used rating scales and content analysis of self-statements, as well as qualitative
interpretations of verbalisations in his investigations of the self.

More recent research has made considerable efforts to develop social-cognitive
models of self-concepts which can be tested experimentally. Kihlstrom and Canter
(1984) see self-concepts as ‘prototypes’, fundamental concepts represented as
nodes in a network also containing more specific concepts. The self has also
been described as a ‘schema’, an organised cognitive structure representing key
elements of self-beliefs (see Markus and Cross, 1990). Both approaches allow
for considerable differentiation of self-concept; one may have multiple selves
according to context. To the extent that schemas or other knowledge structures
reside in long-term memory, they provide a source of consistency in behaviour. The
self-knowledge approach also converges with the study of unconscious processes,
through experimental priming paradigms, for example, as previously discussed.
Models of this kind have some promise for improved understanding of traits,
although contemporary theorists differ in the extent to which they see self-schemas
as nomothetic or idiographic, as discussed further in chapter 8. As in Rogers’s
original work, the researcher may choose to focus on either elements of the self
common to people in general, or on the uniqueness of the self of the individual.

The self-construction of personality

Another strand of phenomenological theory emphasises the self as an agent ac-
tively constructing experienced reality. A pioneer in this area was Kelly (1955),
whose personal construct theory describes the person as interpreting experience
in terms of their own unique construct dimensions. (The idea of ‘chronically ac-
cessible constructs’, previously described, is a contemporary version of Kelly’s
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theory.) Each person, in effect, develops his or her own private theories of the self
and others, and different people may construe the same event using quite different
dimensions. He devised the repertory grid technique, still quite widely used to in-
vestigate personal constructs (see Bannister and Fransella, 1989). Constructs also
have an interpersonal character, in that people may enact many different roles, in
which constructs are derived from perceptions of another’s constructs. The per-
son’s ability to shift from role to role gives behaviour a fluidity and impermanence
at variance with the trait theory perspective. The closest parallel in contempo-
rary research is provided by social constructionism, which we discuss further in
chapter 8.

Conflict and pathology

The importance of conflict in phenomenological personality theory was expressed
most directly in Rogers’s (1951) concept of the congruence between the self-
concept and the actual organism itself. Psychopathology is associated with reduced
or distorted awareness of the actual experiences of the organism. There is some evi-
dence for this position derived from Q-sort studies (e.g., Butler and Haigh, 1954).In
emotionally disturbed individuals, the self- and ideal-sorts are often uncorrelated;
the actual self does not resemble the personality to which the individual aspires.
However, there are methodological difficulties with such studies associated with
defensiveness; the disturbed person may distort the actual self to present a more
positive impression. More recent work on the self has also used the discrepancy
concept. Higgins (1989) describes various sources of discrepancy which may lead
to anxiety or depression, as described further in chapter 9. Watson and Randolph
(2001) showed that discrepancies between actual and ideal selves predicted neu-
roticism. However, their measures of ‘self-image disparity’ were more predictive
when based on idiographic as opposed to conventional, non-idiographic constructs.
Conceivably, self-discrepancy might also relate to ‘schizoid’ traits and vulnera-
bility to schizophrenia, as proposed by Laing (1965). One Q-sort study confirmed
that schizophrenics may have more contradictory elements in their self-concepts
(Gruba and Johnson, 1974).

Self-actualisation

The final major theme relates to the humanistic orientation of phenomenological
theories, that people have a tendency towards personal development and fulfil-
ment, sometimes referred to as self-actualisation (Rogers, 1951). The best-known
expression of this idea is Maslow’s (1971) view that self-actualisation is a funda-
mental motivation, most potent when more primitive motivations such as attaining
physical security are satisfied. Self-actualisation is most apparent phenomenolog-
ically; the non-actualised individual may feel de-personalised and detached from
life experiences, whereas the actualised person experiences a sense of wholeness,
fulfilment and richness of awareness. It is hard to relate such concepts to trait
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Box 5.2 Measurement of individual differences in basic needs

Studies of basic human needs and motives form a counterpart to studies of basic
personality traits. As with traits (Costa and McCrae, 1992), it is assumed that
there are motives that are culturally universal, that are physiologically based,
and that have various, wide-ranging psychological and social consequences
(e.g., Baumeister and Leary, 1995). This idea was a familiar part of twentieth-
century psychology. In the 1930s, lists of twenty to thirty basic propensities
or needs were drawn up by McDougall and Murray respectively. These lists
included some obvious biologically based motives (e.g., sex and fear), together
with those that related to more social-psychological motivations, such as needs
for achievement and dominance. Some of these constructs failed to spark much
interest (e.g., the propensity to migrate), but three social motives became
central to the psychology of motivation: the need for achievement (n Ach),
the need for power over others (n Pow), and the need for affiliation (n Aff),
i.e., seeking out relationships with others (e.g., McAdams, 1999).

Traditionally, needs have been measured using projective tests, such as the
Thematic Apperception Test (TAT: see McClelland, 1985). This test requires
the respondent to tell a short story about ambiguous pictures, that can be scored
for motivational content. A story containing themes of personal striving would
indicate high n Ach, for example. Studies showed that such techniques could
be used to assess individuals with some reliability on multiple, largely inde-
pendent, dimensions (Bowen, 1973). However, most researchers focused on
only a small number of needs: McClelland’s (e.g., 1985) work on n Ach be-
came especially well known. By contrast with trait theory, the development of
comprehensive structural models of needs, based on psychometrically sound
measurement, was largely neglected (though see Cattell and Kline, 1977).

Superficially, it might appear that there is considerable overlap between ba-
sic needs and personality traits, which often have motivational connotations.
For example, achievement motivation would seem to relate to conscientious-
ness, power to extraversion, and affiliation to agreeableness. However, the TAT
appears to measure something different from standard traits. TAT measures
of n Ach are independent from self-reports of achievement striving (simi-
lar to those contributing to Conscientiousness trait scales), but nevertheless
have predictive validity for criteria such as career success (McClelland, 1985;
Spangler, 1992). McClelland believed that self-reports indicated short-term,
voluntary choice of goals, whereas projective measures assessed less con-
scious motives that shaped the course of life over longer time periods.

A recent study by Sokolowski et al. (2000) shows how the classic work
of McClelland and others can be placed on an increasingly sound basis psy-
chometrically. They used a modification of the TAT, the ‘Multi-Motive Grid’
(MMG), that comprises fourteen pictures relating to achievement-arousing,
affiliation-arousing, and power-arousing situations. For each picture, the
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subject rates agreement with twelve statements representing the three motive
domains (see table B.5.1), allowing data to be scored nomothetically. The
statements also distinguish between positive motivations (‘hopes’) and neg-
ative motivations (‘fears’). Various analyses reported by Sokolowski et al.
(2000), including confirmatory factor analyses, discriminated multiple mo-
tive dimensions in line with initial expectations. Further analyses and studies
showed that the scales were reliable, distinct from standard personality traits,
and predicted external criteria appropriately. This study may represent an im-
portant step on the journey towards a comprehensive psychometric model of
basic needs that would complement trait models.

Table B.5.3 Statements describing hopes and fears relating to three motive
domains

Motive Domain Hope Fear
Achievement Feeling confident to succeed Wanting to postpone a difficult
task
Power Trying to influence other people Anticipating losing standing
Affiliation Hoping to get in touch with Being afraid of being rejected
other people by others

Source Sokolowski et al., 2000

theory, which emphasises the similarity of personality structure across the life-
span. If there is, as Maslow (1971) suggests, almost an ontogenetic trend towards
self-fulfilment, it is an aspect of personality which trait theory does not capture.
However, there is little rigorous evidence in favour of such a developmental ‘force’.
Humanistic approaches also have moral concerns alien to the natural science basis
for trait theory. They aim to see the person as a whole (rather than as a collection of
mechanistic components), to put the investigator and the investigated on an equal
footing, and in some instances, to encourage social and political change. Thus,
in many respects, the themes of phenomenological approaches are antagonistic
to the concerns of trait psychology. These approaches may make an independent
contribution to the understanding of personality, but it is difficult to see how they
can add to understanding of traits.

Contemporary studies of self-directed motivation

The most enduring legacy of humanistic psychology may be its emphases on
self-directed agency and the positive side of human experience. Contemporary
researchers continue to investigate what Maslow (1970) termed growth needs,
contrasted with deficiency needs such as hunger and thirst (see Box 5.2 for an
account of needs measurement). A particularly influential idea is that people are
innately motivated towards mastery of the physical and social environment; i.e.,
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even if the person is not subject to some deficiency, he or she will strive to-
wards personal competence (White, 1959). A contemporary theory of this kind
has been articulated by Deci and Ryan (2000). Their self-determination theory
distinguishes three innate needs that support personal growth and harmony be-
tween the personal and social worlds. The need for competence refers to a basic
mastery motive, similar to White’s competence motive. The need for relatedness
refers to the desire to feel connected to others, within loving and caring relation-
ships. The need for autonomy refers to motives to self-organise experience and
behavior, and to engage in activities concordant with one’s sense of self; in short to
experience oneself as having free will. The theory has not been without its critics.
Carver and Scheier (2000) point out that self-integration and self-coherence may
equally well be the outcome of tension-reduction as an autonomous motive. They
also suggest that Ryan and Deci’s needs may be secondary to more basic approach
and avoidance motives (similar to the BAS and BIS described in chapter 4). Ryan
and Deci (2000) provide a rejoinder to this critique.

Self-determination theory is primarily concerned with showing that social con-
texts that enhance competence, relatedness and autonomy tend to promote positive
affect, mental health and performance. Deci and Ryan (2000) are ambivalent about
individual differences. They state that innate differences in the need strength, such
as those discussed in Box 5.2, are not the most fruitful place to focus attention, as
individual differences in motives may reflect past experience. A strong need for
control may be a compensation for past powerlessness. On the other hand, they also
review studies that have operationalised the level of satisfaction of the three needs
as traits. For example, Reis et al. (2000) found that trait indices of competence,
relatedness and autonomy, as well as measures of day-to-day fluctuation, were
related to well-being in a two-week daily diary study. Sheldon and Kasser (2001)
claim that empirical studies, such as those just reviewed, show that well-being
depends on striving for authentic, self-concordant reasons and orienting towards
intrinsic values such as intimacy, community and growth, rather than extrinsic
values such as status, money and image.

It is a pity that these studies neglected traits, such as neuroticism, that predict
similar criteria (see chapter 4). There is also some conceptual overlap with the
Big Five. We might link relatedness to Agreeableness, competence to Conscien-
tiousness, and, more tentatively, autonomy to Emotional Stability and Openness.
In any event, this line of research signals a need to look more closely at the overlap
between traits and stable motivational tendancies.

The work of Deci and Ryan (2000) may be seen as part of a larger psychological
movement towards positive psychology, which has a humanistic tendency, along
with a greater dedication to rigorous research methods. Positive psychology rep-
resents a reaction to what is perceived as an excessive focus on negative aspects
of functioning, such as the traditional ‘disease model’ of clinical psychology, with
its emphasis on damage repair. By contrast, positive psychology seeks to promote
personal and societal growth, and the fulfilment of human potential. According to
Seligman and Csikszentmihalyi (2000, p. 5):
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The field of positive psychology at the subjective level is about valued subjective
experiences: well being, contentment, and satisfaction (in the past); hope and
optimism (for the future); and flow and happiness (in the present). At the individ-
ual level, it is about positive individual traits; the capacity for love and vocation,
courage, interpersonal skill, aesthetic sensibility, perseverance, forgiveness, origi-
nality, future mindedness, spirituality, high talent, and wisdom. At the group level,
it is about the civic virtues and institutions that move individuals towards better
citizenship; responsibility, nurturance, altruism, civility, moderation, tolerance,
and work ethic.

Seligman and Csikszentmihalyi (2000) acknowledge their debt to Maslow and
Rogers, but point out the lack of a cumulative research base for traditional human-
istic psychology. Hence, much existing research on constructs such as optimism,
well-being and attributional style is being recast within this new movement (see
Snyder and Lopez, 2000, for a review). The aim is to distance positive psychology
from crystal healing, aromatherapy, reaching the inner child and other new-age
expressions of humanism. Some contemporary humanistic psychologists concur
on the need for empirical science. Sheldon and Kasser (2001) claim support for
humanistic psychology on the basis of research evidence that well-being depends
on striving for authentic, self-concordant reasons and orienting towards intrinsic
values such as intimacy, community, and growth, rather than extrinsic values such
as status, money, and image. Thus, we are likely to see a new wave of empirical
research on positive human qualities. In chapter 13, we review the new individ-
ual difference construct of emotional intelligence, which is seen as an important
element of positive psychology (Salovey, Mayer and Caruso, 2001).

What are the implications of positive psychology for the study of traits? The
quotation above includes some constructs familiar to trait psychologists, as well as
some that are less well known. Perhaps, positive traits are indeed under-represented
in contemporary trait models. On the other hand, the sceptic could reasonably
require that reliable and valid scales for constructs such as ‘capacity for love’
are developed before it is concluded that current models are incomplete. Some
more general reservations about positive psychology have been expressed. Lazarus
(2003) points out that ‘God needs Satan’, and vice versa: negative and positive
aspects of life experiences are inextricably intertwined, and to try to separate them
as branches of psychological science is foolish. For example, suffering can lead to
personal development.

In addition, some aspects of positive experience may relate not to high-minded
personal growth but to subcortical brain systems sensitive to reward (Matthews
and Zeidner, in press; see chapter 5). Thus, positive psychology may need better
definition as a subdiscipline, but it does offer the hope of a more scientific approach
to the concerns of humanistic psychology, which may have implications for un-
derstanding positive dispositions. However, this scientific approach may require
the abandonment of precisely those basic tenets that are most cherished by its
proponents, such as the idiographic nature of the person’s self constructs, and the
somewhat mystical drive to self-actualisation.



130

The nature of personality traits

Conclusions

1. Sigmund Freud’s psychodynamic theory of personality makes four key as-

sumptions relevant to trait theory. First, personality reflects fixation of instinc-
tual energy (‘libido’) to psychological structures and objects. Second, stable
traits may reflect the structures most strongly fixated, such as id, ego and super-
ego, and the psychosexual stages of development. Third, the pressures of objec-
tive reality and culture are prone to generate conflict between personality
structures. Fourth, defence mechanisms provide an unconscious means for pro-
tecting the ego from such conflicts, but may themselves influence personality.
There has been some interest in matching Freudian constructs to traits, for
example, extraversion to expression of the id, and neuroticism to ego weak-
ness. However, it is unclear that making these correspondences adds to our
understanding of traits. A general problem is the suspect scientific basis for
psychoanalysis, whose propositions may be either untestable, or testable but
incorrect.

. Recent cognitive-psychological studies have given the unconscious a higher

profile as a research topic. Much ‘automatic’ processing appears to be inacces-
sible to consciousness. It may be investigated through studies using subliminal
stimuli, which may influence emotion and motivation. Research seems to con-
firm some empirical phenomena suggested by psychoanalysis, such as difficulty
in perceiving near-threshold taboo words (‘perceptual defence’) and the oper-
ation of unconscious defence mechanisms. However, most researchers have
found that Freudian concepts are not useful in explaining empirical data on
these phenomena, preferring to develop new models of how basic cognitive
and emotional processes interact. This new wave of studies of unconscious
processes may be relevant to trait psychology, as a source of new paradigms
for exploring trait effects. Unconscious self-knowledge may also be a source
of behavioural consistency, as further explored in chapter 8.

. Humanistic and phenomenological theories of personality, such as those of Carl

Rogers and Abraham Maslow make assumptions that are not congenial to trait
psychology. These theories promote idiographic understanding of personality,
based especially on understanding personal experience. However, some themes
touch upon the concerns of trait psychology. These include a focus on the self,
which, in more recent work, has been investigated empirically. Conflict be-
tween different aspects of the self as a source of pathology may also be an idea
worth pursuing. Maslow’s humanistic psychology sees personal growth and
self-actualisation as a fundamental drive, implying a developmental view of
adult perspective that does not cohere with the normal stability of traits. Recent
work on motivation deals with similar ideas rather more rigorously, for exam-
ple, by investigating motives towards self-determination. Such motives may
be related to traits. Such work is part of a more general ‘positive psychology’
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movement, which may lead to increased interest in positive traits and their social
implications. However, the theoretical coherence of positive psychology as the
basis for studying traits has been challenged. In general, the alternatives to trait
theory reviewed here may make an independent contribution to understanding
personality, but, so far, their contribution to understanding traits has been lim-
ited. Future research on the unconscious and self-determination motives, for
example, may lead to greater integration.
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6  Genes, environments and
personality traits

Introduction

The structure of personality traits shows consistency across different
groups of people in different cultures. Furthermore, traits are stable across time,
and there is evidence to indicate that some of them may have a tractable bio-
logical basis. Therefore, it seems reasonable to enquire to what extent individual
differences in personality traits are caused by genetic and environmental factors.

There is the tendency to see this as a difficult area, because biometric behaviour
geneticists and molecular genetics researchers both use advanced statistical tech-
niques and specialised jargon. This chapter to introduces, in a non-technical way,
the main study designs and findings in these areas. Studies of twins and adopted
people can indicate the relative proportions of genetic and environmental influ-
ence on personality traits. Molecular genetic studies indicate which individual
genes might influence personality. Genetics researchers make some surprising
contributions. For example, genetic studies can make a contribution to the study
of personality change, and even the genetic contribution to personality traits may
change with age or over time. Genetic studies are just as informative about the
environmental factors that influence personality traits. Plomin, Asbury and Dunn
(2001) commented that ‘behavioural-genetic research provides the best available
evidence for the importance of environmental influences’ (p. 225).

Once it has been established that traits are in part inherited, we might start to
wonder how genetic variability in personality relates to the evolutionary processes
that have influenced human nature (Buss, 1999). At present, there are no good
answers to this question, although it is likely that future research will increasingly
inter-relate the genetics and evolutionary psychology of traits. Box 6.1 describes
some possible research strategies for making such connections.

Three basic designs

Genetic and environmental research on personality traits — and on other psycholog-
ical and physical traits — is based on three simple research designs: twin studies,
adoption studies and molecular genetic studies (Bouchard and Loehlin, 2001;
Plomin et al., 2001). Each may be elaborated upon to ask more complex questions.
Twin and adoption studies are called ‘genetically informative’ and are carried

135



136 Causes of personality traits

Box 6.1 Towards an evolutionary psychology of traits

The human mind contains many complex psychological mechanisms that are selec-
tively activated, depending on cultural contexts. (Buss, 2001, p. 955)

Evolutionary psychology is a fairly new approach to the whole of psychol-
ogy that seeks to explain behaviour in terms of adaptations that have evolved
through natural selection (Tooby and Cosmides, 1992). An adaptation is a
neuropsychological mechanism that confers a selective advantage in some
specific situation or set of situations, increasing the likelihood that the or-
ganism survives, reproduces or raises offspring that are themselves likely to
survive and reproduce. It is assumed that there are many specific adaptations,
each one keyed to solving some particular adaptive problem. For example,
taste-perception mechanisms, such as detecting and liking sweetness, assist
the person in eating nutritious items, and avoiding those that are non-nutritious
or toxic. The evolutionary basis for such basic survival mechanisms is uncon-
troversial. There has been more debate over whether evolutionary psychology
can explain more complex social behaviours such as aggression, cooperation
and intimate relationships. There is also debate as to whether mental traits
might be a result of sexual selection rather than natural selection; that is, trait
differences might relate to mate attraction and retention rather than adaptation
to environments (Miller, 2001).

Evolutionary psychology is primarily concerned with the human species,
i.e., those adaptations that all humans require in order to maintain fitness. It has
also had a special interest in sex differences. Personality differences between
men and women (see chapter 3) may reflect the different adaptive problems the
two sexes were called upon to solve during the prehistoric epochs in which our
species evolved (Buss, 1999). To give a rather crude example, adaptations for
hunting might have been especially important for men, whereas adaptations
for nurturing children might have been more important for women than for
men. Might such differences in part explain gender differences in aggression
and agreeableness?

Gender differences might also reflect the differing reproductive strategies
of men and women. For example, women are said to be especially concerned
with their partner’s ability to provide for a child, whereas men are supposedly
concerned with the woman’s fertility and fidelity (because of the ‘risk’ of rais-
ing another man’s child). These hypotheses generate testable predictions — for
example, that men should be more distressed by sexual infidelity than women —
that have been tested with some success (Buss, 1999). Such explanations have
been criticised on various grounds. For example, gender differences might
reflect culturally set social roles rather than genetically influenced adaptations
(Eagly and Wood, 1999). More generally, there is a concern that evolutionary
hypotheses are hard to falsify, because the multiplicity of possible adaptations
lends itself to post hoc explanation. Like Freudian theory, the problem with
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evolutionary theory might be that it can explain too much rather than too little.
Also, the adaptive problems people are designed to solve are those of the
Paleolithic period, during which our species first appears in the fossil record.
Our knowledge of the hunter-gatherer lifestyle of our ancestors is fragmentary,
and lends itself to speculation.

Individual differences have been rather neglected by evolutionary psychol-
ogy (MacDonald, 1998). The most parsimonious view is that variation in
traits such as personality characteristics simply reflects random variation of
no adaptive significance; i.e., they confer a colourful variety to human minds,
but not survival or reproductive advantage. Buss and Greiling (1999) have set
out some more systematic sources of individual variation that might be linked
to traits, although there is no well-articulated theory of traits such as the Big
Five (though see MacDonald, 1998). For example, it is well established that
a species may support several distinct ‘frequency-dependent’ adaptive strate-
gies, in equilibrium. According to Mealey (1995), human societies may sup-
port a small proportion of antisocial or psychopathic individuals who exploit
the cooperative and affiliative behaviors of others; e.g., befriending someone
prior to borrowing a large sum of money, never to be repaid. If there are few
such individuals, the general level of trust makes it easy for them to prosper.
Too many psychopaths increases suspicion, which makes it more difficult for
them to survive, so that, over the generations, the proportion remains more or
less constant. Perhaps such a mechanism explains heritable variation in traits
such as psychoticism, further discussed in chapter 11, although it appears to
suggest a typology rather than a continuum of psychopathic behaviour.

A second mechanism described by Buss and Greiling (1999) is that individ-
uals may choose between adaptive strategies according to their inherited char-
acteristics, so that physically strong individuals, for example, are more likely
to be aggressive. (The idea is reminiscent of early theories of ‘somatotype’
that aimed to link personality to physical build, with only limited success.)
Buss and Greiling also present evolutionary accounts of environmental influ-
ences on personality. For example, as discussed in chapter 8, personality may
be influenced by how the child ‘attaches’ to care-givers: a secure attachment
promotes dispositional well-being. Perhaps the quality of early care triggers
different adaptive mechanisms. The insecurity of the poorly attached child
may in fact reflect an adaptive mechanism that generates behaviours that are
adaptive when parents are neglectful, such as badgering adults for attention.

At this time, it is premature to say how successful evolutionary psychol-
ogy will ultimately prove to be in explaining variation in personality traits.
However, its growing popularity means that it is likely to generate empirical
tests that will pit evolutionary explanations against those of other disciplines
such as social psychology. Whatever the outcome, such tests are likely to be
informative about the origins of individual differences in personality. Even the
leading theorists in evolutionary psychology recognise that the enterprise is
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only beginning, and that a crucial step lies in validating the central construct
of a mental adaptation.

Reasonable criteria have been developed for identifying adaptations that
evolved to fulfil many survival and social functions. However, these criteria
are not very applicable to adaptations that evolved as fitness indicators to deter
predators, intimidate rivals, or attract mates. If evolutionary psychology does
not expand its view of adaptation, these fitness indicators will continue to be
overlooked. Since these fitness indicators are likely to encompass exactly those
mental traits that show the highest individual differences and most dramatic
display behaviours, analysis of these indicators may have the most immediate
relevance to applied areas such as education, economics, clinical psychology
and human mate choice. The development of new and better criteria for iden-
tifying psychological adaptations, including fitness indicators, should be a
major step in evolutionary psychology’s methodological maturation over the
coming years (Miller, 2000, p. 72).

out because typical families are not useful for indicating the relative effects of
genes and the environment. Children are usually brought up by people with whom
they share both genes and environment, so their influences cannot be partitioned.
Twin and adoption studies overcome this confounding of genes and environments.
Molecular genetic studies can ask whether individual differences in genes are
related to individual differences in personality traits. Whereas twin and adoption
studies can discover whether genes are involved, molecular genetic studies can
discover which genes are involved. The core concepts in the three basic designs
are now described.

Twin studies

Experimental designs using twins ask this simple question: on average, are two
people who have 100 per cent of their genes in common more alike in their person-
ality trait scores than two people who have 50 per cent of their genes in common
(Segal, 1999)?

There are two types of twin: monozygotic (MZ; identical) and dizygotic (DZ;
non-identical). An ovum fertilised by a sperm is a zygote. Monozygotic twins
arise from the separation into two of the same fertilised ovum, whereas dizygotic
twins arise from two separate ova simultaneously fertilised by different sperm.
Monozygotic twins have the same genes. Same sex dizygotic twins share, on
average, 50% of their genes, the same as any two same-sex siblings born to the same
biological parents. Monozygotic twins are always the same sex; dizygotic twins
can be the same or different in sex.

To conceive how this can help to understand whether there is a genetic con-
tribution to personality differences, imagine the following experiment. Take 100
pairs of monozygotic twins and 100 pairs of dizygotic twins. Assume that only
same-sex dizygotic twins are chosen. Members of each twin pair are raised in the
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same family. All 400 members of these 200 twin pairs complete a questionnaire
to measure extraversion. Correlation is used to discover if pairs of monozygotic
twins are, on average, more alike with regard to extraversion than pairs of dizy-
gotic twins. Correlation usually involves two columns of numbers that refer to
two measurements taken on the same people. For example, people’s heights and
weights might be measured to see if they correlate. Here, the first column of data
has the extraversion score of the first member of each twin pair. The second col-
umn of data has the extraversion score of the second member of each twin pair.
Correlation here is used to find out how similar members of twin pairs tend to be
in their scores. This gives two correlations: one for monozygotic twins and one
for dizygotic twins. If genes contribute to extraversion differences the expected
result is that the correlation for dizygotic twins is higher than that for monozygotic
twins.

An example of such data is found in Jang et al. (2002). They report data on
monozygotic and dizygotic twins from Canada and Germany who completed the
NEO-Personality Inventory-Revised. For the six facets of extraversion the mean
correlations between monozygotic twins were 0.47 for both Canadian and German
samples. The corresponding correlations for dizygotic twins were 0.22 and 0.21.
This represents good replication across countries and these correlations may be
used as the basis for further analyses.

The amount of the difference between these two correlations can indicate how
much genes contribute to extraversion differences. A simple estimate of the propor-
tion of the trait variance contributed by genetic factors may be obtained by doubling
the difference between the MZ and DZ correlation. To explain this, imagine the
unlikely instance in which a trait could be measured without error and in which
the genetic contribution was 100 per cent. One would expect the MZ twin pairs
to correlate at 1.0 and the DZ twin pairs to correlate at 0.5. Therefore 2 X (1-0.5)
gives 1.0, or 100 per cent of the variance.

There are more complex analyses using twin studies, and they involve assump-
tions that can be questioned. For example, it is assumed that the only difference
between the monozygotic and dizygotic twins is their degree of genetic resem-
blance. The key to twin studies is the simple difference in the correlation between
monozygotic twin pairs and dizygotic twin pairs.

Adoption studies

Experimental designs using adopted people ask this simple question: when an
adopted child grows up does its personality resemble more closely (1) the adopted
parents with whom it spent its life, or (2) its biological parents it might never have
met?

To understand how adoption studies can help to find out whether genes con-
tribute to personality trait scores, consider the following situation. A mother offers
a baby for adoption just after birth. The child is raised to adulthood by a biologi-
cally unrelated family. This adopted family has a child of their own. This produces
a situation where there is a child in the family who shares genes and environment
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with the mother and a child who shares only environment. There is a biological
mother who shares genes but not environment with a child who was adopted by
another family. Imagine that 100 such families are traced by a researcher. As-
sume that all parents and children (when grown) fill in a questionnaire measuring
extraversion. Correlations can be done to examine whether genetic similarity in-
creases personality similarity. The column of extraversion scores for the adopted
mothers can be correlated with scores from their adopted and biological child. The
children in each family shared the same lifetime environment. They differ only in
genetic relatedness to their mother. Therefore, if, on average, the biological chil-
dren’s scores correlate higher with their mothers’ scores than the adopted children’s
scores, that is evidence for genetic similarity causing similarity in personality trait
scores.

Other comparisons can be performed. If there is more than one biological child
within each family then it can be asked whether biologically related siblings resem-
ble each other more than their adopted sibling. It can be asked whether biological
mothers come to resemble their adopted offspring (whom they might never have
seen during their growing up) just as much as mothers who bear and raise their
children.

There are assumptions within such comparisons that need to be questioned, and
there are complexities in these studies that have not been raised here. The key to
adoption studies is the relative similarity of adopted children to various members
of their adopted and biological families.

Molecular genetic (quantitative trait loci, QTL) studies

Experimental designs in the area of molecular genetics ask this simple question:
do people with one version of a gene have significant differences in personality
trait scores than people who have a different version?

The following imaginary experiment explains how one type of molecular genetic
study might be conducted. It is known that a gene has two versions, A and B. The
gene codes for a protein that influences the metabolism of chemical X. Some
published evidence points to chemical X being related to extraversion scores. A
researcher recruits people to find whether those with versions A and B differ in
their extraversion scores. DNA is prepared from white blood cells obtained in a
blood sample. The DNA is analysed and each person is found to have either the
A or B version of the gene. The A and B versions of the gene are used in a ¢ test
as two levels of an independent variable to compare extraversion scores. If the
test is significant then there is evidence to link specific genetic variability with
personality differences.

There are complexities in studies of this type that are not addressed here. The
key to them is that variability in specific genes can be examined as a possible
source of personality variability.

We now turn to actual studies that have used these basic genetic designs.
Extraversion is used as an exemplar personality trait.
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Figure 6.1 A model of the contributions of genetic (A), common environment
(C) and unshared environment (E) factors to phenotypic personality trait scores,
in MZ and DZ twins

Twin studies

Using personality test scores on twins to discover the relative contribu-
tion of genetic and environmental factors involves some initial premises. There
are two broad contributions to personality differences: genetic effects and environ-
mental effects. Environmental effects can be divided into those shared by family
members and those unique even to individual siblings within the same family.
Researchers in behavioural genetics use these and further assumptions to construct
models of the personality trait correlations between MZ and DZ twin pairs. The
statistical modelling techniques are accessibly described in Plomin et al. (2001,
pp- 349-60).

Figure 6.1 demonstrates the above assumptions by indicating the contributions to
measured personality trait scores. The contributions to the personality trait scores
of MZ twins are given by the same additive genetic factor (A), because they share
100 per cent of each other’s genes. The contribution of the shared or common
environment factor (C) is assumed to be identical for the two twins. Lastly, the
contribution of the unshared environment (E) is assumed to be entirely independent
in the two twins, shown by the fact that each of the identical twins has his/her own
E. This unshared environmental factor captures aspects of the environment that
is unique to each twin, and also includes error variance. Comparing the left-hand
and right-hand sides of figure 6.1 reveals only one difference between the models
for monozygotic and dizygotic twins. Instead of having the same genetic source
of variance, the A contributions for DZ twins are correlated at only 0.5, reflecting
the fact that they share only 50 per cent of their genes.

The constraints represented in figure 6.1 can be used quantitatively to model
the personality trait scores obtained from pairs of MZ and DZ twins. The starting
points for a behavioural genetic model are the personality scores of MZ and DZ
twins and the correlations between members of MZ and DZ twin pairs. The con-
tributions to trait scores come from the A, C and E sources identified in figure 6.1.
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The relative strengths of these effects are given by the sizes of the parameters that
lie alongside the arrows: ‘a’ represents the relative size of the genetic effect, ‘c’
the shared environment effect and ‘e’ the unshared environment effect. Each can
take values between 0 to 1. They can be squared to obtain the percentage of variance
that they contribute to any given outcome. Therefore, the sum of the squares of a, ¢
and e must equal 1, because predictors cannot account for more than 100 per cent
of the variance in an outcome.

The values of the a, ¢ and e parameters can be adjusted by model-fitting statis-
tical packages to give the best fit to the correlations found in MZ and DZ twins,
i.e., the parameter estimates are forced to have the same values in the MZ and DZ
twins. It can be asked whether these parameter estimates fit other data, such as those
from adoption and family studies, and whether we must relax the assumption that
all parameters are equal in MZ and DZ twins. Using these parameters, figure 6.1
can be used to derive expressions for the correlations between twin pairs on per-
sonality traits. Take the MZ twins first. To calculate the correlation between twin
pairs the paths that connect the twins must be added. A ‘path’ is the product of any
series of arrows that connect the twins. Therefore, the correlation for MZ twins
is given by (a x a) + (¢ x ¢), or a® + ¢%. In the same manner, the correlation
between the DZ twins can be worked out by following the paths between the two
DZ twins in figure 6.1. Therefore, the DZ correlation is (a x 0.5 x a) + (¢ X ¢), or
0.5 a*> + 2.

What is being tested when a model like that represented figure 6.1 is constructed?
The model in figure 6.1 is stating the following: a genetic factor makes a greater than
zero contribution to twin similarity and is twice as strong in MZ as in DZ twins;
a shared environment factor makes a significant contribution to twin similarity
and is equally strong in MZ and DZ twins; and unshared environmental factors
have significant effects in both MZ and DZ twins. For a model to be considered
successful, the pathways it includes must make significant contributions to the
personality variance, and the model must explain most of the covariance in trait
scores. The latter demand can be examined using a chi-square test to see if the
remaining covariance after the model has been fitted is still significant. Model
testing — discovering whether an empirical data set has a structure that is close to
our theory — has the advantage that it is explicit and allows alternative hypotheses
to be tested competitively. More importantly, it provides a way of testing whether
the same estimates of genetic and environmental contribution can be found in
subsequent studies, even when they use different designs.

A gene-environment model of extraversion in five twin studies

Loehlin (1992) used the model in figure 6.1 to examine the genetic and environ-
mental influences on extraversion data gathered from five large twin studies con-
ducted in five different countries: the UK (Eaves, Eysenck and Martin, 1989), USA
(Loehlin and Nichols, 1976), Sweden (Floderus-Myrhed, Pedersen and Rasmuson,
1980), Australia (Martin and Jardine, 1986) and Finland (Rose et al., 1988). He
found a range of estimates of heritability (a*> x 100) for extraversion between
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54 per cent and 80 per cent in men and 56 per cent and 70 per cent in women. That
is, all of the studies indicated that over half of the variability in extraversion scores
arises from genetic sources. The same model could be accepted across all male
samples, but not in females. Note how important and stringent a test of the genetic
and environmental contributions to extraversion this is: not only did Loehlin search
for a genetic/environmental model to fit any one of these large samples, he tried
to find a single model to fit all of them, despite the differences in the studies
(e.g., use of different questionnaire measures of extraversion).

Therefore, high and consistent personality trait heritabilities arise from different
studies, at least for extraversion. What of the environmental contributions? Here
there was an odd result: the estimate for the shared environment contribution (c?)
was significantly negative. That is, sharing the same family environment tended
to bring about significant dissimilarities in extraversion. These contributions were
small, accounting for only 6 per cent to 24 per cent of the variance in extraversion
scores, with a mean of 14.3 per cent. Loehlin (1992) found the occurrence of a
negative shared environmental effect to be counterintuitive, and his examination of
this conundrum provides a helpful way of addressing some of the complexities that
must be introduced to the simple twin study model. Itis an easy expedient to change
figure 6.1, so that one co-twin has a positive ‘c’ value and the other a negative value.
This would be called a contrast effect, whereby one co-twin would be treated within
the family as an extravert and the other as an introvert. This does not alter the fit of
the model, but alters the shared family environment variance to a positive value by
assuming that families cause sibling differences in personality, rather than inducing
similarities. In fact, for some personality dimensions, including extraversion, the
present authors find this possible induction of children into different ‘roles’ quite
plausible.

There are ways to account for the data other than assuming this ‘sibling compe-
tition” effect within families. To introduce these, first consider the raw MZ and DZ
correlations for extraversion in Loehlin’s (1992) data. For the five large twin stud-
ies mentioned above, Loehlin’s best estimates of the male MZ and DZ correlations
are 0.48 and 0.18, respectively, and 0.53 and 0.19 for the females’ correlations.
As expected, the MZ correlations are higher than the DZ correlations. In fact
they are more than twice as high. Something is needed to capture the fact that,
given only twice the genetic similarity over DZ twins, MZ twins are more than
twice as alike on extraversion. This disproportionately high correlation between
MZ twins is a common finding in personality trait data (Eaves et al., 1998). Two
factors could explain this: non-additive genetic variance, and unequal MZ-DZ
environments.

Non-additive genetic variance

The foregoing analysis of extraversion scores assumed that the genetic contribution
to the similarity of MZ twins was twice as great as that for DZ twins. This is the
additive genetic assumption: that there is a linear increase in trait similarity as the
proportion of genes shared by two individuals increases. Simply, it assumes that,
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if MZ twins are twice as genetically similar as DZ twins, then they will be twice
as similar in personality. However, there are two well-recognised ways in which
this assumption might be incorrect.

The first is genetic dominance. Genetic theory predicts that, whereas MZ twins
share 100 per cent of the gene-dominance effects, DZ twins share only 25 per cent.
If there are significant dominance effects in the genetic contribution to extraversion,
therefore, the assumption that the DZ genetic similarity is half that of the MZ twins
will be false.

The other non-linear genetic effect is epistasis. Some traits arise out of the com-
bined interacting effects of multiple genes. A particular configuration of multiple
genes (from diverse sites across different chromosomes) may be needed to produce
certain phenotypes (Lykken et al., 1992, provide a discussion of this phenomenon,
called emergenesis). In the case of MZ twins these configurations will be identical,
whereas DZ twins will be unlikely to share many if any such multigene config-
urations. Therefore, epistasis provides another mechanism that would violate the
assumption of purely additive genetic effects in extraversion.

Both of these well-recognised genetic effects, therefore, predict that MZ twins
will be more than twice as similar than DZ twins in personality scores, assuming
that genetic variance in personality traits is the combined effect of many genes,
i.e., is polygenetic.

Loehlin (1992) altered figure 6.1 by eliminating the ‘c’ parameter and replacing it
with a genetic dominance parameter that was identical for MZ twins and correlated
at0.25 for DZ twins. This fitted the extraversion data just as well as the model with a
negative shared-environment factor, but had the interesting effect of reducing the
additive genetic effect to 24 per cent and estimating the genetic dominance effect
at about 24 per cent. The additive genetic effect (a?) is the narrow heritability
of a trait, and the sum of the additive and the non-additive genetic effects is the
broad heritability. In this case, the narrow heritability of extraversion would be
24 per cent and the broad heritability, 48 per cent. Instead of including a dominance
effect, Loehlin (1992) introduced an epistasis parameter, which was identical in
the MZ twins, but uncorrelated in the DZ twins. This gave a narrow heritability
estimate of 36 per cent, an epistasis effect estimate of 12 per cent and a broad
heritability estimate, therefore, of 48 per cent. The problem for the twin design
used in isolation is that there is no way for the researcher to choose the best model
from the three described above — i.e., those with negative shared-environment,
genetic-dominance or epistasis effects (Plomin et al., 2001, pp. 349-60). All of the
models fit well, and all suggest a large contribution from the genes, but they point
to rather different reasons for the relative sizes of the MZ and DZ correlations; and
they suggest quite different additive genetic contributions.

The equal environments assumption

Introducing non-additive genetic effects challenged the assumption that only addi-
tive genetic variance contributes to personality differences. A further assumption
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of the model in figure 6.1 is that the similarity of the shared environment (the size
of the ‘c’ parameter) is the same for MZ and DZ twins. This is called the equal en-
vironments assumption (Plomin et al., 2001, pp. 80-2). However, identical twins
might be provided with environments that are more similar than non-identical
twins. Figure 6.1 can be altered to take account of this, and the ‘c’ parameters
allowed to be different for MZ and DZ twins. Loehlin (1992) found that the model
with unequal MZ-DZ shared environment contributions fitted just as well as the
others discussed above. The extraversion correlations found in MZ and DZ twins
are, therefore, compatible with a situation where narrow heritability accounts for
36 per cent of extraversion variance, and shared-environment effects account for
12 per cent of the variance in MZ twins and zero per cent in DZ twins. Before
accepting this model, however, it would be necessary to establish that more similar
treatment in childhood is related to similar personality scores in adulthood. Loehlin
and Nichols (1976) addressed this possibility in the national Merit Twin Study: MZ
twins did indeed have greater environmental similarities than DZ twins. Of course,
there is a problem of cause and effect here: greater similarity in personality could
lead to greater similarity in the resulting environment or vice versa. To decide on
the causal direction, Loehlin and Nichols examined the correlation between per-
sonality and treatment similarity, and found little association. Other researchers,
studying other traits, have found that the equal environments assumption holds
(Bouchard and Propping, 1993).

It is possible that twins might be a special group whose results might not gener-
alise to the general population. There is evidence against this possibility (Krueger,
Bouchard and McGue, 2002), and DZ twins are as similar in personality as non-
twin siblings (Eaves et al., 1998). The twin study design does not allow researchers
to choose between importantly different gene—environment models. Therefore,
other research designs are used.

Other research designs

Adoption studies

The shared-environment and additive genetic effects are confounded in normal
families, because normal parents provide the family environment for their children
as well as sharing 50 per cent of their genes. Adoption studies provide another nat-
ural experiment for behaviour geneticists. Parents who have their own biological
children as well as adopted children provide the family environment for both types
of child, but share genes with only their biological children. There are three adop-
tion studies in which children were adopted away at an early age and where the
adults and their grown-up children were given the same personality scale. These
were conducted in the UK (Eaves, Eysenck and Martin, 1989; with 150 families), in
Minnesota (Scarr et al., 1981; with 115 families) and Texas (Loehlin, Willerman
and Horn, 1985; with 220 families). They tested personality using the Eysenck
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Table 6.1 Correlations between adopted children (age 16 years) and adopted,
biological and control parents from the Colorado Adoption project

Adoptive Biological Control Genetic Family

parents parents parents effect environment
Emotionality 12 .01 —.06 .00 .03
Activity 01 17 .08 .20 —.02
Sociability —.05 15 17 27 —.01
Impulsivity —.01 .08 .00 .07 -.03

Source Plomin et al. (1998)

Personality Questionnaire, the Eysenck Personality Inventory and the California
Personality Inventory, respectively. Loehlin (1992) analysed these data together
to discover whether the same environmental-genetic model can be fitted. For ex-
traversion, at least, this is true. Moreover, a good fit was obtained for a model which
set additive genetic effects at 35 per cent and shared environment (family effects)
at zero per cent. This is similar to the case in the twin studies, where a well-fitting
model for extraversion put additive genetic effects at 36 per cent and included
dominance or epistatic or special MZ environment effects. Not all studies agree,
and twin studies sometimes give apparently clearer results than adoption studies.
The Colorado adoption project tested the 16-year-old adoptees, their adoptive and
biological parents, and control parents, on the EASI temperament survey (Plomin
et al., 1998). The resulting correlations are shown in table 6.1. They provide only
weak evidence for genetic contributions, with the larger effects on the traits of
sociability and activity. The authors concluded that the effects of genes on person-
ality were mostly non-additive and their subtitle suggested that, in this adoption
study of this personality instrument at this age there was ‘not much nature or
nurture’.

Adoption and twin studies, therefore, provide a similar message overall, though
heritability estimates are lower from adoption than twin studies (Bouchard and
Loehlin, 2001). Exceptions and variability among studies must be recognised.
With regard to extraversion, children grow to resemble their biological parents,
but not their adoptive parents. Growing up in the same family does not make
a person resemble their siblings or their parents unless one is related to them
genetically. As was found with twin studies, some assumptions of the adoption
studies should be made explicit. First, genetic effects on extraversion at the ages the
children were tested might differ from those at the parents’ ages. Loehlin (1992)
tested this assumption and found that the genetic effects could be assumed to be
identical. Second, it is assumed that there is no selective placement of adoptive
children with respect to extraversion, which appears to be true. Third, it is assumed
that people do not marry others who have similar levels of extraversion; in fact,
there appears to be no so-called assortative mating for extraversion (Eaves et al.,
1998; Bouchard and Loehlin, 2001).
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Twin-family studies

The hypotheses offered by twin and family studies may be combined to provide
another behaviour genetic study design. Consider two MZ twins who have children.
The child of an MZ twin will be as closely related to the parent as to the co-
twin (his or her uncle or aunt). In the absence of shared environment effects,
therefore, the personality correlations between a twin and his or her nephew or
niece should be the same as that between the twin and his own children. In addition,
the children born to the co-twins should have personality correlations as strong
as half-siblings rather than cousins. Two studies collected data relevant to these
hypotheses. One was conducted in Sweden (Price et al., 1982) and one in the USA
(Loehlin, 1986). Loehlin (1992) analysed these data together. First, the weighted
mean correlation between MZ twins for extraversion in these studies was 0.43. The
correlation between twins and their own and co-twin’s children were, respectively,
0.22 and 0.21, confirming the expectation that an MZ twin’s child resembles the co-
twin as much as the parent. Model fitting to these data suggested additive genetic
effects accounting for about 37 per cent of extraversion variance and epistasis
effects of about 14 per cent. Family environment made no contribution. These
estimates agree closely with twin and adoption studies. Combined analyses of
data on US twins, their spouses, parents, siblings and children, and twin data from
Australia and Finland — involving over 42,000 people — confirm the contribution
of additive genetic and epistatic genetic effects on extraversion differences (Eaves
et al., 1998). These data also confirm the lack of a contribution from the shared
family environment. Box 6.2 discusses a twin family study of other personality
traits.

Box 6.2 A twin family study

Tambs et al. (1991) conducted a twin-family study of the Eysenck Person-
ality Questionnaire. They examined data from MZ twins and their families
(150 families with 811 subjects). A model with only additive genetic effects
fits quite well to the data for extraversion, neuroticism and the lie scale. For
extraversion the fit was significantly better when non-additive genetic vari-
ance or negative cultural transmission terms were added. The additive genetic
contribution to extraversion was 29 per cent and the non-additive contribution
24 per cent, making a broad heritability of 53 per cent. The variance appar-
ently attributable to genetic dominance and/or epistasis may be due to special
MZ environment factors, however. For neuroticism, no model improved on
the additive genetic model with a narrow and broad heritability of 36 per cent.
Psychoticism had a narrow heritability of 3 per cent, a broad heritability of
39 per cent, and specific cultural transmission path from fathers to daughters.
This result, and the low reliability and internal consistency of psychoticism
(Heath, Cloninger and Martin, 1994), must call into question the validity of
this factor.
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Table 6.2 Extraversion correlations in four studies of separated twins

Finland Sweden USA UK
r pairs r pairs r pairs r pairs
MZ apart 38 30 30 95 34 44 61 42
MZ together 33 47 54 150 63 217 42 43
DZ apart 12 95 04 220 07 27
DZ together 13 135 06 204 18 114

Source Loehlin, 1992.

Separated-twin studies

Another way of trying to tease out the effects of genes and the environment on
personality is to study twins who were separated in early life and who grew
up in different family environments. By comparing the personality likenesses
of MZ and DZ twins reared apart and together we might be able to choose
between models which include non-additive genetic effects and specially sim-
ilar MZ twin environments as explanations for the particular similarity found
among MZ twins. Four studies examined separated MZ twins and three of
these include DZ twins. They were conducted in Finland (Langinvainio et al.,
1984), Sweden (Pedersen et al., 1988), the USA (Tellegen et al., 1988) and the
UK (Shields, 1962). Most of the twins across all studies were separated in the
first year of life. Some had had contact in adult life prior to their personal-
ity tests being administered. The study of twins reared apart was criticised by
Joseph (2001) who contended that the typical research design used lacks adequate
control.

Because these represent such a rare and hard-to-collect set of data it is worth-
while examining the raw correlations (see table 6.2). The most obvious result is,
again, that the correlations between MZ twins are greater than twice those among
DZ twins. Moreover, whereas in the two largest studies the correlations among MZ
twins reared together are greater than for those reared apart, the other two stud-
ies show the reverse trend. With regard to model fitting, these four studies were
anomalous when compared with the other designs discussed above (Loehlin, 1992).
For extraversion, a model with 37 per cent additive genetic effects, 14 per cent
epistasis and zero per cent shared environment — which is congruent with all of the
diverse study designs and samples discussed above — did not fit these data well. In
fact, the model that included these parameters had the following values: additive
genetic effects = 4 per cent, shared environment = 12 per cent, and epistasis
effects = 39 per cent, i.e., the broad heritability is high but the narrow heritability
is very low. In modelling these data sets the shared environment factor could not be
set at zero. A model with unequal DZ/MZ environments and non-additive genetic
effects also fitted the data well.
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Modelling all study designs together

A powerful test of a definitive environmental-genetic model for extraversion is
to try to fit a single model to all of the above data sets: four twin studies, three
adoption studies, two twin-family studies and four studies of separated twins. This
entails the stringent assumption that, across diverse study designs and subject
samples, and using different extraversion scales, the parameter sizes for genetic
and environmental effects can be assumed to be equal. Loehlin (1992) modelled
extraversion data from these studies using six parameters: additive genetic effects,
non-additive (epistatic) genetic effects, shared environment effects for male and
female MZ twins, and shared-environment effects for male and female siblings
(including DZ twins). Note the new assumption that male and female MZ twins and
siblings might be differentially affected by their shared environment. A model with
these parameters fits acceptably and gives contributions to extraversion variance as
follows: 33 per cent additive genetic, 5 per cent non-additive genetic, 10 per cent
and 15 per cent shared environment for male and female MZ twins, and 3 per cent
and 4 per cent for male and female siblings. The variance left over represents
unshared environmental effects and error variance. Shared environment factors
could be discarded for all relationships except MZ twins without worsening the
model fit.

Some tentative conclusions may be made about the genetic and environmental
influences on extraversion. Additive genetic variance and unshared (non-family
related) environment effects are usually substantial, with the former contributing
between 35 per cent to 39 per cent of personality variance. When MZ twins are
included epistasis effects are required and/or the assumption of unequal MZ/DZ
environments to get a good model fit. Shared environment effects are below
5 per cent for all relationships except MZ twins, and may even be negative. The
unexplained variance is usually around or above 50 per cent and contains vari-
ance attributable to non-shared environment, gene-environment interactions and
errors of measurement (from Loehlin, 1992, and see also Plomin et al., 2001,
chapter 12).

Genes, environment and multiple personality traits

Most studies of genetic and environmental contributions to personality
traits include a number of traits. One twin study example is the German Observa-
tional Study of Adult Twins, which examined personality traits based on the five
factor model (Borkenau et al., 2001). Unusually, it employed peer-reports of per-
sonality trait scores and personality ratings based on video-recorded behaviours
as well as self-reports. The results from the peer-reports are shown in table 6.3.
The correlations between monozygotic twins’ ratings are always higher than those
between dizygotic twins, often more than twice as high. The genetic contributions
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Table 6.3 Genetic and environmental influences of peer-rated personality trait scores
in German monozygotic and dizygotic twins

Correlation between Correlation between

MZ twins DZ twins a? 2 e
Extraversion 42 .13 41 .00 .59
Agreeableness 37 11 35 .00 .65
Conscientiousness 45 .20 44 .00 .56
Neuroticism .38 .02 .33 .00 .67
Openness 47 28 40 .07 52

Source Borkenau et al. (2001)

Table 6.4 Genetic and environmental contributions (percentage
variance) to the Big Five personality dimensions

(a) Models assuming unequal MZ/DZ environments
2

a Cpz2  Cy2
Extraversion 36 15 0
Neuroticism 31 17 5
Agreeableness 28 19 9
Conscientiousness 28 17 4
Culture 46 5 5
(b) Models assuming non-additive genetic effects

a’ 2 Cy2
Extraversion 32 17 2
Neuroticism 27 14 7
Agreeableness 24 11 11
Conscientiousness 22 16 7
Culture 43 2 6
Note a* = additive genetic effects; c,,» = shared environment of

MZ twins; ¢, = shared environment of any siblings; ## = epistasis.
Remaining variance (100 minus row totals) is due to individual
(unshared) environment and error

Source Loehlin, 1992

range from 33 to 44 per cent, the shared environment makes very little contribution,
and non-shared environment is the largest contributor for all traits.

Loehlin (1992) fitted models to mixed data sets that used all of the Big Five
dimensions of personality. For neuroticism he drew data from the same studies
as those used to model extraversion. For agreeableness, conscientiousness and
culture the data were patchier with respect to the studies included and the scales
used. The results of these analyses are shown in table 6.4, which gives a summary
of the genetic and environmental effects on some major personality traits. There
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Table 6.5 Broad heritabilities of self-report measures of the Big Five factors

Loehlin (1992 Jang et al. Riemann et al.
review) (Canada) Waller (US) Loehlin (US) (Germany)
Extraversion 49 .53 49 .57 .56
Agreeableness .35 41 33 51 42
Conscientiousness .38 44 48 .52 53
Neuroticism 41 41 42 .58 52
Openness 45 .61 .58 .56 .53
MZ pairs 123 313 490 660
DZ pairs 127 91 317 304

Source Bouchard and Loehlin (2001). References for column headers: Loehlin (1992); Jang, Livesley and
Vernon (1996); Waller (1999); Loehlin (1998); Riemann, Angleitner and Strelau (1997)

is no way to choose between models which assume non-additive genetic effects
and those which assume unequal MZ-DZ/sibling shared environmental effects,
so both solutions have been included. If the unequal environments assumption is
made, the additive genetic effects have a range of 28 to 46 per cent with a mean
of 34 per cent. The shared environment effect on MZ twins ranges from 5 to
17 per cent with a mean of 15 per cent, and that of ordinary siblings ranges from
zero to 9 per cent with a mean of 5 per cent. If the non-additive genetic effects
are assumed, the broad heritability estimates (additive plus other genetic effects)
range from 35 to 49 per cent with a mean of 42 per cent. The shared-environment
effects range from 2 to 11 per cent with a mean of 7 per cent. By implication, non-
shared-environment effects may be large for all of the five dimensions. Bouchard’s
(1994) summary of the data from the Minnesota Study of Twins Reared Apart
provided similar conclusions, with broad heritabilities of the Big Five personality
dimensions ranging from around 30 per cent for agreeableness to about 50 per cent
for Neuroticism. Extraversion and Agreeableness, however, showed very large
non-additive genetic effects, with narrow heritabilities of less than 10 per cent.
Similar estimates for the range of heritabilities of the Big Five traits are given by
Plomin et al. (2001, p. 239) in a re-analysis of a large German study of MZ and DZ
twins (Riemann, Angleitner and Strelau, 1997). Finally, a summary of the twin-
study-derived broad heritabilities (additive and non-additive genetic effects) for
self-report indicators of the five factor model traits shows considerable agreement
that up to around half of the variance is caused by genetic factors (table 6.5;
Bouchard and Loehlin, 2001). The contributions of non-additive genetic effects
were not consistent between studies. Most showed little or no effect for shared
environment.

The studies discussed above are based almost exclusively on self-reports of
personality. However, Heath et al. (1992) reported comparable genetic effects for
Eysenck’s neuroticism and extraversion factors whether the traits were self- or
co-twin rated. The German observational study of MZ and DZ twins shows sub-
stantial genetic influences on peer-reports of all Big Five traits, though genetic
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contributions to extraversion and agreeableness were considerably lower than
those for self-reports (Riemann, Angleitner and Strelau, 1997; Plomin et al., 2001,
p- 239; Borkenau et al., 2001).

A massive study of the genetic and environmental contributions to neuroticism
differences examined twins and their extended families in the USA and Australia.
Over 45,000 subjects provided data (Lake et al., 2000). The proposed best model
included genetic influences (additive and non-additive), non-shared environment,
and a small influence of assortative mating. There was no evidence of substantial
influences from shared environment or special MZ twin environments.

Further issues in genetic research

The environment

The above studies add a lot of weight to the claim that genetic factors contribute
substantially to the causation of individual differences in personality traits. How-
ever, while accepting current estimates of heritability for personality traits, Endler
(1989) issued four cautions about the behaviour genetic study of personality. First,
he urged:

all behavior is dependent on both heredity and environment, and heredity and
environment are not additive, but interactive. The two proportions are 100 per
cent heredity and 100 per cent environment. Trying to obtain variance proportions
of heredity and environment in personality is like asking how much the area of a
rectangle is due to length and how much due to width.

To a degree this first criticism is misplaced. Certainly, there are genetic and en-
vironmental factors without which a person cannot survive and without which a
personality cannot express itself. However, behaviour genetics can get at that part
of human expression which shows individual differences and can apportion the
causes of these differences to genetic and environmental effects using the strategies
discussed above.

With regard to whether there are genotype-environment interaction effects in the
production of personality phenotypes, this has been tested in only a limited way.
Bergeman et al. (1988) tested the possibility that ‘individuals of different geno-
types may respond differently to specific environments’. They examined ninety-
nine pairs of Swedish identical twins reared apart from the Swedish Adoption
Twin Study of Ageing who had been given personality scales and the Family
Environment Scale (FES). The significance of the product of genotype and envi-
ronment factors was examined after the main effects of genes and environment had
been statistically controlled. The genetic effect was calculated using the co-twin’s
personality score, and the environment effect was calculated using the FES. Signif-
icant genotype-environment interactions were found for eleven of the forty-eight
analyses performed, and such interactions tended to account for about 7 per cent
of the total variance in personality trait scores. For extraversion, those with a
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low extraversion genotype brought up in a low controlling environment had sig-
nificantly higher extraversion scores than those with low extraversion genotypes
brought up in a highly controlling environment. Those with genotypes for high
extraversion were not affected by the environment. For neuroticism, it was found
that people with high genotypes for neuroticism scored lower on neuroticism in an
active environment, but people with low genotypes for neuroticism scored higher
in an active environment. A study of genotype-environment interaction based on
a molecular genetic analysis is described in box 6.2.

Second, Endler (1989) cautioned that correlation does not imply causa-
tion. This is of course true, but it is a criticism that, when explored, may
strengthen the effect of genes on personality. Whereas we might hypothesise
that similar environments might bring about personality similarities, Bouchard
et al. (1990) concluded from their studies of twins reared together and apart
that ‘MZA [MZ twins reared apart] twins are so similar in psychological traits
because their identical genomes make it probable that their effective environ-
ments are similar’. Thus, they explain, genetic differences and similarities drive
developing individuals to seek out different and similar environments, respec-
tively (gene—environment covariance), and genetically different people attend to

Box 6.3 Gene-environment interaction and the cycle of violence

in maltreated children

Maltreated children are more likely to become adult criminals. Not all mal-
treated children become offenders. The reason for this variability in outcome
given similar treatment was sought in the Dunedin Multidisciplinary Health
and Development Study which examined over 500 males from a birth cohort
of over 1,000 children at regular intervals from birth to age twenty-six with
almost no attrition (Caspi et al., 2002). They tested the idea that environ-
mental factors were dependent on genetic susceptibility. The gene examined
was one which showed individual differences (polymorphism) and coded for
the enzyme monoamine oxidase A (MAOA). MAOA metabolises brain trans-
mitter substances such as serotonin, noradrenalin and dopamine. The authors
provided animal and human evidence to suggest that genetically mediated
MAOA differences might be linked to aggressive behaviours, and that genetic
differences might interact with childhood maltreatment.

They established the status of each subject on a variable number tandem re-
peat (VNTR) polymorphism at the promoter of the MAOA gene. Maltreatment
was recorded in childhood between age three and eleven years. Four outcomes
were assessed in later years: DSM-IV adolescent conduct disorder, police
convictions for violent crimes, personality disposition toward violence, and
third-person reports of antisocial personality disorder. These four measures
were highly interrelated. With regard to a composite measure of antisocial be-
haviour as an outcome they found a significant interaction between childhood
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maltreatment level and MAOA genotype (which influences MAOA activity)
(figure B.6.3.1). The influence of childhood maltreatment was weaker among
males with high MAOA activity. The interaction was found for all four mea-
sures of antisocial behaviour. In this group 85 per cent of males who had a
low-activity MAOA -associated genotype and severe maltreatment as children
developed at least one of the indicators of antisocial behaviour.

1 -

0.75 A
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—m- Low MAOA
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Figure B.6.3.1 Means on a composite index of antisocial behaviour as a func-
tion of monoaomine oxidase A (MAOA) activity — based on genotype — and a
history of maltreatment in childhood

Source Caspi et al. (2002)

different aspects of the same experience and respond differently to it (gene—
environment interaction). The tendency for personality to play a role in the se-
lection and shaping of environments was confirmed in a review (Reiss et al.,
2000). Neuroticism and extraversion are significant predictors of life events
(Magnus et al., 1993). Controllable life events, which are traditionally thought
to assess environmental influences, show substantial genetic variance which is
entirely shared with the genetic influence on personality traits (Saudino et al.,
1997). Jang, Vernon and Livesley (2001, p. 241) concluded: ‘Heritable factors,
such as personality and depression, influence the types of environments sought or
encountered’, reversing the easy causal assumption that shared environment may
be causal to personality differences.

Third, Endler (1989) stated that the impact of the environment on personality
cannot be assessed until we have systematic psychometrically sound measures of
environmental characteristics. Hoffman (1991) has also insisted that valid, quan-
titative assessments of the shared environment are needed before its effects are
deemed negligible. Again, this is true: those instruments that exist at present to
assess the environment, such as the Family Environment Scale (FES), are largely
retrospective and impressionistic, and might themselves be influenced by genetic
effects. Chipuer et al. (1993) showed that, for two out of three of the dimensions
of the FES, there were additive genetic effects specific to those dimensions, and



Genes, environments and personality traits

155

there were additional genetic effects shared with extraversion and with extraversion
and neuroticism. Therefore, estimates of the family environment are significantly
caused by genetic factors, and some of this genetic influence is shared with per-
sonality. Estimates of the environment come contaminated by variance which they
are intended to explain (Bouchard and Loehlin, 2001).

Environmentalists have lagged behind geneticists in the evidence they have
provided and in the sophistication with which they have researched personality
differences. For example, Hoffman (1991) suggested that identical twins might
become similar in personality because they look alike and therefore are treated
alike. However, not only might the causal chain be reversed — such that it is similar
personality that brings about similar treatment and not vice versa — there is little
evidence for any impact of treatment effects on later personality (Loehlin, 1992;
Bouchard, 1993; Plomin, Asbury and Dunn, 2001). Hoffman (1991) insisted also
that the environmentalist does not expect to find that the child becomes a clone of
the parent. For example, an overprotective parent might bring about a dependent
child, and a threatening parent might raise an anxious child. With so much good
evidence for broad heritability effects, the onus is on environmentalists to make
clear hypotheses about the effects of specific environmental factors on personality
and test them. This is rarely done (Reiss et al., 2000).

Endler’s fourth criticism is that personality assessments are based on ques-
tionnaires, not on biological or genetic markers. True, it is not known yet whether
phenotypic personality traits are isomorphic with identifiable biological processes.
Molecular genetic investigations are already making progress here (Cloninger,
Adolfsson and Svrakic, 1996). Moreover, newer methods in behaviour genet-
ics may be used to distinguish the genetic and environmental sources tapped
by different trait instruments from the trait measures themselves (e.g., Heath,
Cloninger and Martin, 1994; Jang, Vernon and Livesley, 2001). Genetic covari-
ance research has found that the genetic structure of traits in the five factor model
resembles the phenotypic structure (McCrae et al., 2001). These results refute a
temperament—character distinction in personality traits. The structure of the non-
shared environment correlation matrix produced a two factor model, with factors of
‘love’ and ‘work’. McCrae and colleagues suggested that these high-order factors
might act as environmental modulators on the five genetically influenced traits, but
the validity of these higher-order traits and the nature of any modulation are not
established.

In most behaviour—genetic studies of personality traits the largest single in-
fluence originates from the non-shared environment. Shared genes bring about
similarities in family members’ personality trait scores, not shared experiences.
The unique environments they experience have a large effect on their individuality.
Correspondingly, the amount of attention and research that non-shared environ-
ment received from researchers was scant. Plomin has long emphasised the impor-
tance of non-shared environment on personality differences and has encouraged
research on this cause of individual differences (Plomin and Daniels, 1987; Plomin,
Asbury and Dunn, 2001). He confirmed the following assertions concerning non-
shared environment: it needs to be distinguished from error of measurement; shared
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Table 6.6 Categories of environmental influences that cause children in the same
family to differ

Categories Examples
Error of measurement Test—re-test reliability
Non-shared environment
Nonsystematic Accidents, differential prenatal effects, illness, trauma
Systematic
Family composition Birth order, sex differences
Sibling interaction Differential treatment or perceptions
Parent—child relations Differential treatment or perceptions
Extrafamilial Differential experiences with peers, friends, teachers,

sports, other activities and interests, education,
occupations, spouses, family life

Source Plomin, Asbury and Dunn (2001)

environment may have more effect in extreme situations, such as abusive families;
perceptions of environment may be an important source of non-shared experience;
non-shared environment may involve chance, in the sense of idiosyncratic expe-
riences, including prenatal events (Plomin, Asbury and Dunn, 2001, p. 226). He
explained that genotype—environment interaction and correlation do not account
for non-shared environment because they cannot explain why identical twins are
different. He suggested a three step outline for research programmes that might
investigate the large effect of non-shared environment on personality: document,
using valid measures, the experiences specific to each child in the family; document
the association between differential experiences and differential personality trait
outcomes; and investigate whether any associations are causal (Plomin, Asbury
and Dunn, 2001, p. 226). Table 6.6 describes sources on non-shared environmental
influences. Some researchers almost despair of non-shared-environments effects
ever coming under the control of systematic scientific investigation (Turkheimer
and Waldron, 2000).

One obvious and under-appreciated conclusion from the importance of non-
shared environment is that studies of personality development should include more
than one child per family. This point should be obvious because the key claim
about non-shared environments is that they make siblings differ. The Nonshared
Environment in Adolescent Development (NEAD) project has attempted logically
to apply the three step outline, as described in Box 6.3 (Reiss et al., 2000). Despite
its sensitive design it has not identified systematic non-shared environment effects.
A small, longitudinal study of MZ twins found that stressors in childhood and
adolescence were associated with personality trait differences in agreeableness,
openness and conscientiousness at age twenty-nine (Torgersen and Janson, 2002).
These authors question the convention of denoting shared environmental effects
as unshared when their result is to make siblings dissimilar. An alternative to there
being systematic effects of non-shared environment on personality development
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Box 6.4 The nonshared environment in adolescent development

(NEAD) project

720 families were recruited. Each had two same-sex children aged between
ten and eighteen years. Three years apart, two visits lasting two hours were
made by researchers. Family environment was assessed by questionnaires
and interviews given to the parents and their children, and the families were
video-recorded to show interactions among members. There was evidence of
non-shared experiences, for example in reports of children’s reports of their
parents’ negativity toward them. Once such evidence of non-shared experi-
ences has been identified, the next step is to investigate whether this relates
to differences in behavioural outcomes between children. One example is that
negative parental behaviour to one child (controlling for the treatment given
by parents to the other child) is associated with antisocial behaviour and de-
pression (Reiss et al., 2000). The third step is to ask whether the non-shared
environment effect (in this case parental negativity) is causally related to the
children’s differences in outcomes (antisocial behaviour and depression). The
technique used to examine this was genetic covariance. The finding was that
the associations were mediated not by non-shared environment, but by ge-
netic factors: ‘differential parental treatment of siblings reflects genetically
influenced differences between the siblings. As implausible as this finding
might seem on first encounter, it is part of the second great discovery of ge-
netic research at the interface of nature and nurture — genetics contributes
substantially to experience. The NEAD quest for nonshared environment led
to genotype-environment correlation; that is, children select, modify, con-
struct, and reconstruct their experiences in part on the basis of their genetic
propensities’ (Plomin, Asbury and Dunn, 2001, p. 231). The conclusion is
that, even in this well-designed project, more thinking will have to be done
before non-shared-environment effects can be detected and found to be causal.
One obvious step is to look to sources beyond the family setting.

is that non-genetic sources of influence are largely due to chance idiosyncratic
events. This is supported by studies which suggest that, after removing method
bias, only the genetic and not the non-shared environment contributions resemble
the phenotypic structure of personality traits (McCrae et al., 2001).

Personality change

Genetic studies tend to be equated in people’s minds with static aspects of the
person, but genetic approaches can be used to examine personality change and
development. Plomin and Nesselroade (1990) suggested that heritability of per-
sonality may change over development, with some evidence for higher heritabilities
at older ages, though the heritability of extraversion and neuroticism may decline
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Figure 6.2 Environmental (E) and genetic (G) mediators of phenotypic (P) change
and stability from time 1 to time 2

Note e, and e, and h; and h,, respectively describe the magnitude of the en-
vironmental and genetic effects on the phenotype (P) at times 1 and 2. r. and
r,, respectively, describe the correlations between these environmental genetic
influences at times 1 and 2

from late adolescence to age 30 (Viken et al., 1994). Even if the heritability esti-
mates are the same at two ages, the genes affecting a trait need not be the same.
Figure 6.2 illustrates the possible mediators of the change/stability of a phenotype —
say a personality trait score — from time 1 to time 2. There are environmental and
genetic determinants of the trait score at time 1 and similar determinants at time 2.
By gathering longitudinal data on MZ and DZ twins the correlation between the
genetic contributions at time 1 and time 2 may be estimated. Using such models
there is little evidence of genetic mediation of personality change in adulthood
but some evidence for such effects in childhood (Plomin and Nesselroade, 1990).
Similarly, McGue, Bacon and Lykken (1993) found that stability of personality
was associated with genetic effects and change with environmental factors.

Genetic covariation

Traditional biometric, behaviour genetic approaches using twin and adoption stud-
ies seemed likely to be replaced by molecular genetic studies. There might be only
so many times one could replicate and refine heritability estimates on personality
trait scores. The future would lie in finding the actual genetic variability that con-
tributed to personality differences. One reason that traditional approaches continue
to be useful is that researchers have found other applications for biometric studies.

One important advance is in the study of genetic covariation. It is usually asked
whether a trait shows any genetic influence. An extension to the behaviour genetic
method affords asking whether the genetic influences on two related traits are
shared, and to what degree. Imagine two traits A and B are correlated in the
population, and that they both have some genetic basis. It can be asked whether
the genetic influences on the two traits show some overlap. The effect of a gene
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on two or more phenotypic outcomes is called pleiotropy. Traditional biometric
genetic designs can be extended in this way to find out whether genetic influences
contribute to the correlation between the two traits. The method used to conduct
these studies involves an extension of the usual twin studies. The basis of examining
genetic covariation is the difference in the similarity between MZ and DZ twins.
A basic heritability study examines the correlation between twin pairs on a single
trait. In genetic covariance the correlations examined are those between one twin’s
scores on trait A and the second twin’s scores on trait B.

Genetic covariation studies have special importance in psychiatry. Many psy-
chiatric disorders have some genetic basis. Personality traits are thought to be
predisposing influences that can affect whether people develop particular psychi-
atric states. It is interesting to ask whether the genetic influence on personality
traits overlaps with the genetic influence on psychiatric disorders. Clear descrip-
tions of studies of genetic covariation are found in Bouchard and Loehlin (2001);
Jang, Vernon and Livesley (2001); Plomin et al. (2001).

A study on personality and alcohol dependence provides an example of this
type of research (Slutske et al., 2002). Over 3,000 Australian twin pairs were
assessed on the psychiatric states of alcohol dependence and conduct disorder.
The personality trait of behavioural undercontrol correlated with both of these
states. The genetic sources of behavioural undercontrol accounted for 40 per cent
of the genetic variation in alcohol dependence and conduct disorder, and 90 per cent
of the genetic-based risk that was shared by the two psychiatric states. This shows
that genetic influences on a personality trait contribute to genetic predisposition
to important psychiatric states.

Studies of genetic covariation may be used to provide leads in searching for the
biological basis of personality differences, something which has proved elusive
to physiological (chapter 7) and molecular genetic study designs (see below). A
twin-based study of genetic covariation found that 8 per cent of the additive genetic
influences on monoamine oxidase activity were shared with genetic contributions
to individual differences in neuroticism (Kirk et al., 2001; figure 6.3). Monoamine
oxidase is an enzyme affecting serotonin metabolism, and that shared genetic
influence suggests a possible causal link between this brain transmitter system and
neuroticism differences.

Studies of genetic covariation can assist in refining personality trait models
themselves. Because these studies can discover whether measured, phenotypic
variables share genetic origins, they can be applied to the facets of personality
traits. It may be asked, for example, whether all of the six facets of neuroticism
within the NEO-PI-R have shared genetic influences. At an even finer analysis,
it can be asked whether each of the items within each facet of a personality trait
has common genetic influences. It was suggested that scales could be improved
by including items with common genetic influences, leading to so-called ‘genet-
ically crisp scales’ (Jang, Vernon and Livesley, 2001, p. 237). There are further
possibilities for this type of analysis for the development of personality scales.
Genetic covariation studies can provide a correlation between traits that assess
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Figure 6.3 Path diagram showing latent genetic and environmental influences
(circles) on the measured phenotypes (rectangles) of cigarette smoking,
monoamine oxidase activity and neuroticism.

Note Al, A2 and A3 are additive genetic sources of variation, whereas E1, E2 and
E3 are non-shared environmental sources and D represents non-additive genetic
effects influencing only Eysenck Personality Questionnaire-Neuroticism scores.
Numbers by paths are path coefficients and must be squared to obtain proportions
of variance of the measured variable accounted for by the latent variable. Pro-
portion of variance in neuroticism explained by genes influencing monoamine
oxidase activity (A2) after adjustment for smoking (A1) is 0.27%, or about
8 per cent.

Source Redrawn from Kirk et al. (2001)

the degree to which the genetic influences on the trait covary. This is called the
genetic correlation. Similarly, a non-shared environmental correlation can be cal-
culated for the association between traits. This allows matrices of genetic and
environmental correlations to be produced and subjected to factor analysis. The
factor structure of, say, facets of a personality scale can be compared with respect
to their phenotypic, genetic and environmental structures. One example of this
type of analysis, using data from Canadian and German MZ and DZ twins, anal-
ysed the items and the facets of the NEO-PI-R. There were multiple genetic and
environmental factors discovered within each personality domain and the factors
were common to the facets within the domain (Jang et al., 2002). This lends sup-
port to the facet groups that comprise the NEO-PI-R domains and suggests that
each personality domain has multiple genetic influences. The same research group
has indicated that the genetic influences on the five factor model might cohere
more closely with the phenotypic structure of personality than do the non-shared
environmental influences (McCrae et al., 2001). Concordance between the aetio-
logical structure of personality and the phenotypic structure was found in a large-
scale analysis of the negative emotionality, positive emotionality and constraint
dimensions of Tellegen’s Multidimensional Personality Questionnaire (Krueger,
2000).

With its contributions to the relation between personality and psychiatric states,
to the biological basis of personality, and to the genetic and environmental
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architecture of personality traits, studies involving genetic covariation methods
are among the most influential and informative investigations in personality.

Molecular genetic studies of personality

Traditional biometric behaviour genetic studies have proved informative
about personality. The major personality traits and some others have a substantial
heritable component. The environmental variance appears largely to be in the non-
shared aspect of the environment, though it has proven elusive (Plomin, Asbury
and Dunn, 2001), and might be composed more substantially of error and bias
than was supposed (McCrae et al., 2001). What are the bases and mechanisms
of the genetic effects? Behaviour genetic studies may only begin this search, not
end it. They can sketch the architecture of the inheritance of personality. The
biochemical mediators of behavioural consistency will be revealed by the leads
given by molecular genetic studies of personality.

A revolution has occurred in genetics, brought about by technology for physical
manipulation of DNA pieces. Our genetic code is contained in twenty-three pairs
of chromosomes made of deoxyribosenucleic acid (DNA). It may be thought of
as a very long string of code that uses a four-letter alphabet. The human genome
project has provided some drafts of this code. That is, they have literally printed
the sequence of the code letters (DNA base pairs) from the start of chromosome
one to the end of the sex chromosomes. Most locations on human DNA have the
same base pair — building units of DNA — in all people. If we set out the code of
various people’s DNA then most letters in most locations would be the same. Some
DNA locations have variants which are the basis of individual differences in our
DNA sequences. Different people have a different base pair at that point in their
DNA code. These variations are called polymorphisms, meaning ‘many forms’.
Put simply, variations at a given chromosome locus may be treated as levels of an
independent variable. If a DNA locus has two variants, it may be asked whether
people with one or other variant score higher or lower on a personality trait.

Phenotypic characteristics of living things can thus be associated with specific
variations at specific sites on chromosomes. Take a hypothetical example. Suppose
that there is a disease X that we know is genetically mediated because it has a
particular pattern of inheritance. If we can show that people who have a particular
variant of a given piece of DNA are more likely to develop the disease then we can
say that part of the genetic predisposition to the disease arises from a particular
DNA message. The first successes in human biology in this area have been in the
many hundreds of diseases, such as familial Alzheimer’s disease, whose genetic
predispositions have been located to specific gene loci. However, it has proved
difficult to find the gene loci for psychiatric syndromes such as schizophrenia
(Sawa and Snyder, 2002) and bipolar affective disorder (Berrettini, 2001), in part
because such conditions do not have clear phenotypic characterisations, the pattern
of inheritance is often unclear, and several genes may be involved.
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Personality researchers face similar problems to researchers addressing the
molecular genetics of psychiatric syndromes. First, we have to be clear that the
correct phenotypes are being investigated, as emphasized by Jang, Vernon and
Livesley’s (2001) view that the phenotype of personality remains ‘elusive’. Cer-
tainly, the modest consensus around the five factor model has come at a conve-
nient time, but there are rival descriptive schemes and there is some indication
that the heritability of personality might lie within narrower traits (Loehlin, 1992;
McCrae et al., 2001). Therefore, the first concern for molecular genetic researchers
in personality will be which dimensions to study.

The second problem is how to proceed. One way is to find a candidate gene
and to compute a statistical association between that locus and the phenotypic
characteristic being studied. The gene itself need not be assessed. An accessible
nearby gene may be used, such as a blood group gene. The nearer that two genes lie
on the chromosome the more likely they are to be inherited together. A statistical
association can be calculated between the likelihood of having the given gene
and the likelihood of having the particular phenotype, say an illness. This type
of study is called a linkage study and tends to be successful in cases where the
phenotype has a well-understood mode of inheritance and where ‘cases’ can be
separated clearly from ‘non-cases’. Personality traits do not meet these criteria.
The linkage approach has been fruitful with many diseases, but led to blind alleys
in psychiatric research where unreplicated links between genes and disorders have
been frequent. Useful hints for further research may be obtained from unusual
families with rare disorders. For example, Brunner et al. (1993) discovered that, in
a large family in which several of the males had disturbed regulation of impulsive
aggression, there was a single mutation in the structural gene for the enzyme
monoamine oxidase A. This is an enzyme that is involved in the breakdown of
the monoamine neurotransmitters. In the males in question the enzyme deficiency
was complete, leading the researchers to speculate that, given the wide range of
monoamine oxidase A activity in the population, there might be an association
with aggressive behaviour and relative deficiency of the enzyme.

An alternative to the linkage approach is to examine the statistical relation be-
tween polymorphisms in a gene of interest and whether or not people have a
disorder. This is called an association study. The idea is to assess relative pro-
portions of people with and without a given behavioural condition, who possess
a particular DNA sequence. For example, 40 per cent of people with late-onset
Alzheimer’s disease (distinct from the much rarer early onset form that was men-
tioned earlier) have a particular allele called Apo-E4, whereas only 15 per cent of
control subjects have it (Deary, 2000, chapter 9).

Personality traits are not discrete entities that people possess or lack. They are
quantitative traits with, for the most part, a normal distribution of scores in popu-
lations. They do not have a well-understood mode of inheritance. The prevailing
assumption is that personality traits will be the result of the action and interactions
of many genes. Small effects from any one gene cannot be detected by stan-
dard examination of family pedigrees in linkage studies. The molecular genetic
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approach applied to personality traits and other behavioural phenotypes such as
cognitive abilities is called Quantitative Trait Loci (Bouchard and Loehlin, 2001;
Jang, Vernon and Livesley, 2001; Plomin et al., 2001). Researchers using QTL
approaches make the assumption that variance in phenotypic characteristics is in-
fluenced by many genes, each of which has a small influence such as contributing
a few per cent of the variance, or even less than one per cent. The first apparent
successes of the QTL approach applied to personality traits linked dopamine with
novelty seeking and serotonin with neuroticism (Ebstein, Benjamin and Belmaker,
2000; Jang, Vernon and Livesley, 2001).

A significant association was reported between novelty seeking tendencies, one
of Cloninger’s three biologically based traits (see chapter 11), and variations at
the D4 dopamine receptor gene (Cloninger, Adolfsson and Svrakic, 1996). This
association was replicated across two studies, one of which used Cloninger’s Tridi-
mensional Personality Questionnaire (TPQ: Ebstein et al., 1996). The other study
used the TPQ and Costa and McCrae’s NEO-PI-R to index the five factors and
their facets (Benjamin et al., 1996). Certain variants of the dopamine receptor gene
were significantly associated with TPQ novelty seeking and NEO-PI-R extraver-
sion and conscientiousness. Only the warmth, excitement-seeking and positive-
emotion facets of extraversion and the deliberation facet of conscientiousness
were associated with the D4 dopamine receptor (D4DR) allelic variation. Though
the association with the excitement-seeking facet suggests a replication of Ebstein
et al.’s (1996) finding with TPQ novelty seeking, the additional associations be-
tween the gene and the other extraversion and conscientiousness facets complicate
the narrow interpretation of this finding. About 10 per cent of the genetic variance
of novelty seeking was accounted for in this single genetic site. A number of studies
failed to replicate the finding (e.g., Malhotra et al., 1996; Pogue-Geile et al., 1998),
and there exist a mixture of studies with positive and negative findings. Schmidt
et al. (2002) provide a summary of these mixed findings and report a significant
association in children aged four between their mothers’ reports of aggression and
D4DR variation. The relationship between the dopamine D4 receptor variation
and novelty-seeking trait scores in adults, if it exists, might occur only in interac-
tion with variation in other genes related to brain monoamine transmitter—receptor
systems (Benjamin et al., 2000).

A second apparent success for molecular genetic techniques linked neuroti-
cism to the neurotransmitter serotonin (also called 5-hydroxytryptamine or 5-HT),
which has been implicated in anxiety and depressive disorders. A single gene on
chromosome 17 codes for the 5-HT transporter (5-HTT), which regulates re-uptake
of 5-HT at the synapses where it is released. Two alleles of this transporter gene
have been found, one long (1) and one short (s). This genetic variation is said to oc-
cur in the 5-HT transporter-linked polymorphic region (SHTTLPR) (Deary et al.,
1999). The short allele was associated with higher neuroticism levels, in a study of
505 subjects, whether measured by the NEO-PI or Cattell’s 16PF (Goldman, 1996;
Lesch et al., 1996). The allele was also associated with anxiety, angry hostility,
depression and impulsiveness facets of NEO-PI neuroticism, and with estimated
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scores for Cloninger’s harm avoidance trait. The gene accounted for 3 to 4 per cent
of total neuroticism variance, and 7 to 9 per cent of the genetic variance. Attempts
to replicate the association between the SHTTLPR anxiety- and depression-related
personality traits had mixed results, with some studies confirming the findings (e.g.,
Greenberg et al., 2000) and some not (Deary et al., 1999). Some have concluded
that the inconsistency in these results is partly caused by the use of Cloninger’s
personality scales which are said to have poorer psychometric properties than, for
example, the NEO-PI-R scales (Herbst et al., 2001; Jang, Vernon and Livesley,
2001). An fMRI study supported this site of genetic variability’s being involved
in emotion-based personality differences. People with the short allele of the SHT-
TLPR showed greater neuronal activity in the amygdala in response to fear-related
stimuli (Hariri et al., 2002).

This field of personality research is still at the stage of producing interest-
ing initial reports and then attempting to replicate the findings. A recent meta-
analytic review of forty-six studies (Munafo et al., 2003) illustrates some of the
difficulties involved. It reported that the most robust finding was the association
between the SHTTLPR polymorphism and what the authors term ‘avoidance’
traits, such as anxiety. The meta-analysis also linked alleles for the dopamine re-
ceptors to ‘approach’ traits, such as novelty seeking. However, whether or not
the various associations between traits and polymorphisms reached significance
was highly dependent on the exact technical assumptions made in conducting
these analyses. The authors caution that associations are likely to be of small
magnitude, and may vary with sex, age and ethnicity. Future research may also
examine the role of the environment at the molecular level: an example of genotype-
environment interaction demonstrated using molecular genetic research is given in
Box 6.3.

Conclusions

1. Investigations into the genetic and environmental influences on personality traits
use biometric (twin, adoption and family) studies and molecular genetic tech-
niques. Biometric studies have established that there is a substantial (additive
and non-additive) genetic contribution to most of the recognised major person-
ality dimensions and also to some lower level personality facets.

2. Shared (family) environment has little influence on personality. The broad
source of variance that is termed non-shared environment typically contributes
substantially to personality, but its effects are not understood. It contains non-
systematic sources of variance and measured non-shared environment differ-
ences have not been related to personality differences.

3. Studies of genetic covariation represent an advance on heritability studies. They
are being used to define and validate personality phenotypes, to clarify the
genetic and environmental architecture of personality traits, to discover genetic
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links shared by personality traits and psychiatric states and disorders, and to
discover shared genetic influences between personality traits and physiological
variability.

. The certainty with which some additive genetic variance has been established
for the major secondary-level personality traits augurs well for future molecular
genetic studies of personality. Molecular genetic studies of personality to date
mostly concern the possible links between novelty seeking and the dopamine
receptor and neuroticism and the SHT transporter. They have not provided
replicable associations between genetic and personality variability, but they
indicate how the genetics of personality and the psychobiology of personality
will become part of the same topic, because molecular genetic studies are
informative about biological mechanisms.

. Molecular, as well as biometric, genetic studies of personality traits may reveal
the links between personality traits and susceptibility to some forms of men-
tal illness and distress. Molecular genetic studies of personality are suited to
examining gene-environment interactions in personality development.
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7  The psychophysiology of traits

Introduction: neuropsychological
approaches to personality

In this chapter we discuss the hypothesis that personality is an expression
of individual differences in brain function. There are several reasons for linking
personality traits to neural systems. First, there is the evidence from behaviour
genetics discussed in the last chapter. If personality traits are partially inherited,
then there must necessarily be a biological influence on traits, encoded within the
person’s DNA. Of course, the influence of the genotype on brain physiology is
likely to be influenced by interaction with the environment. Second, there is striking
evidence for radical personality change resulting from brain damage (see Powell,
1981; and Zuckerman, 1991, 1999 for reviews). Damage to the frontal lobes of the
cerebral cortex is notorious for disruption of personality; the person may become
unstable, impulsive and even aggressive (depending on the exact region damaged).
Third, there is evidence that traits correlate with psychophysiological indicators
of brain functioning, such as the electrical activity of the brain and the increase
in heart rate when the person is exposed to stress. Such observations suggest that
we might develop neuropsychological theories of personality traits. Such theories
should describe how individual differences in the functioning of specific brain
systems influence individual differences in behaviour.

However, there are various difficulties involved in building a neuropsychological
theory of personality traits. First, the complexity of the task is daunting. Personality
may be related to a multitude of different brain structures, ranging from primitive
systems controlling wakefulness and alertness (in the brainstem) to systems for
higher cognitive functions such as language and thought (in the neocortex). Typi-
cally, researchers attempt to simplify the problem by picking out some key brain
systems for special attention. Second, the empirical evidence may be correlational
and open to different interpretations. Psychophysiological response and higher-
order cognition are closely linked. For example, if you are driving to the airport
and you recall that you left a fire burning in your house, you will probably experi-
ence physiological arousal responses such as a racing heart: the thought precedes
the response. In other words, physiological response reflects both a direct output
of unconscious, low-level neural processes and high-level thought. If we find a
correlation between neuroticism and cardiac response to stress, we then have two
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possible explanations. Do high-N persons possess brain systems that automatically
generate higher levels of physiological reactivity to stress? Or does the person high
in N react to demanding or disturbing events with more negative thoughts, that in
turn drive the physiological response? Both possibilities seem plausible (and may
indeed coexist).

A final difficulty is conceptual (Matthews, 2000, 2001). Can variation in the
electrochemical functioning of nerve cells directly explain variation in complex
behaviours such as social interaction? Think of the brain as functioning like a
computer, with a physical substrate or hardware (e.g., silicon chips) that supports
symbolic programs or software. How the programs work is dependent on the
physical hardware, and damage to the chips will interfere with program execution.
But if we want to understand how a program like a spreadsheet or word processor
works, we need a description in terms of software, not hardware. That is, we need
to describe the logical structure of the program, such as the way it represents the
columns of a spreadsheet as program variables. Even though everything the system
does is governed by physics, understanding its operations requires an analysis of
its logical operations, not the physical processes themselves. Similarly, even if
personality does have a biological basis, explaining behaviour may require us to
analyse it in terms of ‘software’ (information-processing) rather than ‘hardware’
(neurons). More generally, we may need to explain personality at multiple levels
of abstraction from physical reality. Sometimes we may indeed be able to link
behaviour directly to some neural process, whereas in other contexts higher-level
explanations may work better. In this chapter, we will largely set aside these
potential difficulties, and consider how psychophysiological techniques have been
used to explore the neural foundations of personality.

The assumptions of physiological theories are shown in figure 7.1 (cf., Gray,
1981). Genes (and environment) are responsible for individual differences in the
various systems of the brain, which in turn influence behaviour and adjustment. In
some cases, the brain—behaviour link may be quite direct, for example, in control-
ling the intensity of emotion felt in response to some challenging event. However,
theory also includes indirect links; for example, people whose brains are slow to
become aroused may actively seek stimulation to maintain some optimal level of
arousal (Eysenck, 1981). In addition, individual differences in brain function influ-
ence the person’s learning, i.e., how slowly or rapidly the person forms associations
between stimuli, or between stimuli and responses. Thus, complex, seemingly cul-
turally shaped behaviours may also reflect the influence of brain systems that bias
the learning process.

The chapter is organised as follows. First, we explore in more detail the theo-
retical basis for a neuropsychology of personality. We will emphasise especially
the possibility that personality relates to the general sensitivity of brain systems
controlling cortical arousal, or sensitivity to motivational signals. Next, we review
the range of measurement techniques used in psychophysiological research. Using
these techniques to probe brain functioning requires some methodological sophis-
tication, so we provide examples of personality studies that demonstrate how these
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Genes Environment
Brain physiology
(e.g., arousability)
A
Direct behavioural consequences Indirect behavioural Learning
(e.g., arousal effects on attention) consequences (e.g., faster or slower
(e.g., arousal seeking or conditioning)
avoidance)
Complex social behaviours Vulnerability to mental illness
(e.g., delinquency, stress (e.g., emotional disorders,
response) personality disorder)

Figure 7.1 Some causal paths assumed by biological theories of personality

measurements are taken in practice. In the final sections of the book, we return
to the theoretical insights gained from psychophysiological studies, reviewing,
first, work on arousal, and, second, work on motivational bases for personality.
These concepts have been used to unify a wide range of psychophysiological and
behavioural studies, and merit special attention. We consider a variety of studies
of the empirical links between arousal and extraversion, neuroticism and other
traits, and their theoretical implications. We conclude with an overview of the
achievements and limitations of the psychophysiological approach.

Ground-plans for neuropsychological theory

Neuropsychological theories tend to have a number of common building
blocks. The first is what Gray (1987) has termed a conceptual nervous system,
i.e., a ground-plan of the most important brain systems. Because of the complex-
ity of the brain, the theorist must pick out a few key neural systems as the basis
for theory. What do we mean by a system? Essentially, a system is a functional
component of the brain that may be supported by several distinct anatomical
structures. Minimally, we need to identify these structures and the neurotransmit-
ters associated with the main neural pathways of the system, because variation in
neurotransmitter function may relate to personality. The neurotransmitters which
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Figure 7.2 Eysenck’s (1983) model for the hypothetical physiological basis of ex-
traversion (reticular formation—cortical arousal) and neuroticism (limbic system
or visceral brain)

have been of most interest to trait theorists include serotonin, acetylcholine and
the catecholamines, such as noradrenalin (norepinephrine) and dopamine. The
second component of theory is a description of the behavioural functions of the
key systems, such as controlling fight/flight or consummatory responses. The third
component is a hypothesis concerning personality differences in system operation
and function. From these building blocks, the theorist can then predict how per-
sonality should influence psychophysiological response, behaviour and reaction
to psychobiological manipulations such as drug treatments.

Eysenck’s (1967) arousal theory

Two influential neuropsychological theories of personality follow this ground-plan
for theory development (Eysenck, 1967; Gray, 1981). Eysenck (1967, 1981, 1997)
related personality to two neural systems (figure 7.2). The first is a cortico-reticular
loop including the cerebral cortex, the thalamus and the ascending reticular acti-
vating system (ARAS). Feedback between the various structures allows this cir-
cuitry to be seen as a single system. It is excited by incoming sensory stimulation,
transmitted by the ascending afferent pathways, but the level of excitation is reg-
ulated by cortical processing. Its function is to support information-processing.
Activity of the cortico-reticular loop is associated with increased cortical arousal.
According to Eysenck, this system provides the neural substrate for extraversion—
introversion: it is hypothesised to be more readily activated in introverts than in
extraverts, so that introverts are more easily aroused, and tend to show higher levels
of cortical arousal. These predicted personality differences in arousability, and in
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characteristic tonic cortical arousal, generate testable predictions, because arousal
is believed to influence observable behaviours such as conditioning and perfor-
mance. Eysenck (e.g., 1994) emphasises the use of the ‘drug postulate’ in theory-
testing. Introverts should behave like subjects given stimulant drugs, whereas
extraverts should behave like subjects given depressants. For example, stimu-
lants appear to increase rate of conditioning in simple associative and operant
paradigms. Consistent with the theory, introverts too show faster conditioning, at
least in some paradigms (Martin and Levey, 1981).

Because of the importance of the arousal concept, we look in detail at predictions
from arousal-based theories in later sections. Broadly, however, we can explain
the general characteristics of extraverts and introverts on the basis of a further
hypothesis, that intermediate levels of arousal are subjectively pleasant, but low or
high arousal is experienced as unpleasant. Because extraverts tend to be chronically
low in arousal, they tend to seek out sources of stimulation to raise their arousal
to the desired moderate level. Thus, extraverts tend to be venturesome and daring,
and particularly drawn to social stimulation. Conversely, introverts tend to be
over-aroused, and so avoid stimulation by engaging in behaviours such as solitary
reading.

The second neural circuit in Eysenck’s (1967) conceptual nervous system is a
viscero-cortical loop interconnecting the cerebral cortex with the ‘visceral brain’,
comprising structures such as those of the limbic system. The function of the
system is to control subjective and autonomic emotional response, particularly in
potentially stressful environments. The system is more excitable in people with
high neuroticism than in emotionally stable people. Hence, high N scorers are more
likely than low N scorers to become autonomically aroused, and to experience
distress and agitation when subjected to stress.

An alternative conceptual nervous system: Gray (1991)

Gray’s (1981, 1991; Gray and McNaughton, 2000) neurophysiological theory is
based on a different conceptual nervous system, described in more detail than that
of Eysenck. The theory has undergone a variety of modifications over the years.
Here we outline the best-known version; later in this chapter we describe some
recent changes. Gray’s theory is distinctive not only for its neuropsychology, but
because Gray believes that the causal axes of personality differ from those proposed
by Eysenck. Rather than E and N, Gray refers to dimensions of anxiety (Anx) and
impulsivity (Imp), which are rotated through 60 degrees in factor space, with
respect to the Eysenck dimensions, as shown in figure 7.3. Anx is thus mainly high
N, with an element of introversion (low E), whereas Imp is mainly high E, with
some neuroticism. Gray retains the psychoticism construct, but, again, suggests it
may not exactly align with the Eysenck P dimension. In particular, a part of the
Imp dimension relates to Eysenckian P.

Gray begins with five brain systems established from animal research, control-
ling arousal, reward, behavioural inhibition, consummatory response and fight/
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Extraversion

Impulsivity

Emotional

- Neuroticism
Stability

Anxiety

Introversion

Figure 7.3 Gray’s axes (broken lines) as aligned with Eysenck’s axes (solid lines)
(alignment with Eysenck psychoticism dimension not shown)
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Signals of punishment Behavioural Behavioural inhibition
Signals of non-reward

Novel stimuli
Innate fear stimuli

—— inhibition |— < Increment in arousal
system Increased attention

Impair

Anti-anxiety
drugs

Figure 7.4 Functional properties of Gray’s (1982) behavioural inhibition system

flight. The systems of most importance for personality are the behavioural inhi-
bition, reward and fight/flight systems. The behavioural inhibition system (BIS)
is made up of a variety of structures, including the hippocampus, septum, and
parts of the limbic system and frontal lobes of the cerebral cortex. Its function
is to interrupt ongoing behaviour and prepare the organism to deal with certain
potentially threatening stimuli: signals of punishment and non-reward, novel stim-
uli and innate fear stimuli. It inhibits response, orients attention to the potential
threat, and raises arousal. These functional properties of the BIS are shown in
figure 7.4. According to Gray the system is more readily activated in people of
anxious personality (neurotic introverts), so that the anxious person is generally
threat-sensitive.
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The reward system, also described as the behavioural activation system (BAS),
has the function of controlling approach to potentially beneficial stimuli. Anatom-
ically, it is based upon various forebrain structures that use the neurotransmitter
dopamine, such as the dorsal and ventral striatum. It is considered to be the sub-
strate for impulsivity, considered by Gray to be a mixture of high N, high E and
high P. Hence, impulsive people show impulsive behaviour, not because they are
under-aroused, but because their sensitivity to reward signals makes them partic-
ularly likely to engage in approach behaviour. Like the BIS, the BAS also tends
to produce arousal, so that motivating stimuli are generally arousing. Finally, the
fight/flight system is sensitive to unconditioned aversive stimuli, so that it controls
behaviours related to rage and panic. It is associated with structures known to con-
trol negative emotion such as the amygdala, medial hypothalamus and the central
gray matter of the midbrain. It is related primarily to psychoticism; presumably,
in high P individuals, rage tends to dominate panic.

The complexity of personality: Zuckerman'’s (1991) model

A third theorist, Marvin Zuckerman (1991, 1995, 1999), criticises theories such as
those of Eysenck and Gray because they assume isomorphism between personality
traits and brain systems. For example, Eysenck (1967) assumes (1) that the only
brain system influencing extraversion is the reticulo-cortical loop, and (2) that
the reticulo-cortical loop influences only extraversion and not other personality
dimensions. Zuckerman argues that the complexity of the brain is such that any
personality trait may relate to several brain systems, and any given brain system
may contribute to two or more personality traits. He points out also that brain
systems are typically functionally inter-dependent, and that associations between
activity of systems and traits may be non-linear. For example, extraversion may
be associated with moderate levels of activity in catecholamine systems, whereas
introverts might show either high or low levels of catecholaminergic activity.

Figure 7.5 reproduces Zuckerman’s (1991) representation of a model for his
alternative Big Five, discussed in chapter 1. It will be apparent that the model is
too complex to be discussed in full in this book, but some of its features are worth
highlighting. Zuckerman’s view of extraversion is somewhat similar to Gray’s
in that he relates it to brain systems associated with sensitivity to reward, par-
ticularly dopaminergic circuits, which also tend to increase motor activity. The
finding that genetic variations for the dopamine D4 receptor are associated with
extraversion differences confirms this aspect of Zuckerman’s model (see chapter
6). Zuckerman’s model of the neuroticism trait incorporates sensitivity to punish-
ment and emotional or adrenergic arousal. He also implicates other brain systems
in controlling neuroticism and anxiety, such as the benzodiazepine (BZ) recep-
tors responsible for the anxiety-relieving effects of drugs like valium. His model
requires modification to accommodate the link between neuroticism and genetic
variation in the serotonin transporter gene.
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Figure 7.5 Zuckerman’s (1991) psychobiological model for personality

We can convey the flavour of the Zuckerman (1991) model by outlining its view
of the psychobiology of the cluster of traits referred to as P-impulsive-unsocialised
sensation seeking, which is somewhat similar to Eysenck’s P dimension. The pri-
mary behavioural characteristic of the high scorer on the dimension is a lack of
behavioural restraint, who becomes particularly disinhibited when the situation
has a potential for both reward and punishment, such as the opportunity to steal
a car. However, disinhibition is influenced by a number of distinct physiological
systems. These may include arousability of noradrenergic and dopaminergic neu-
ral pathways by intense stimulation, low levels of serotonin, high levels of the sex
hormone testosterone, and low levels of the enzyme monoamine oxidase (MAO).
Thus, we are unlikely to find a single biological ‘mark of Cain’ which will identify
the potential criminal or psychopath. Instead, the predisposition to engage in anti-
social behaviour arises out of the interaction between several different functional
systems.

From brain to behaviour: testing neuropsychological theories

Theories such as those of Eysenck, Gray, Zuckerman and Cloninger (see chapter 1)
appear to have at least some potential for explaining personality and its expres-
sion in behaviour. We may use the biological model to predict how personality
will influence behaviour in various contexts. For example, we can derive from
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Eysenckian theory the prediction that introverts should show stronger condition-
ing when stimuli are weak, but not when stimuli are intense (Levey and Martin,
1981). Gray’s (1981) theory, however, implies that personality effects vary not
so much with stimulus intensity, but with its motivational signal value: high im-
pulsives should condition more strongly to signals of reward, low impulsives to
signals of punishment. We consider such behavioural predictions in later chapters
of the book. The second research strategy is to test how personality and situational
variables influence psychophysiological measures, such as those related to arousal.

Having outlined some of the more ambitious biological accounts of personality
trait variation, we shall describe psychophysiological techniques used in personal-
ity studies. For each technique we present an example of an actual study, described
in sufficient detail to illustrate its use. A full review of the evidence on psychophys-
iological correlates of personality is beyond the scope of this book (see Zuckerman,
1991, 1999). We confine ourselves to the relatively straightforward techniques of
‘online’ assessment of cns and ans activity. A further class of techniques, be-
yond the scope of this book, is concerned with biochemical assessment of levels
of metabolites of brain neurotransmitters, and of circulating hormones. Evidence
from neurotransmitter-based studies has not consistently supported Cloninger’s
theories (Bond, 2001). Evidence provided by biochemical techniques is complex,
and somewhat inconsistent, but of particular relevance to Zuckerman’s (1991)
model.

Psychophysiological techniques: an outline and
examples

Electroencephalography (EEG)

By positioning electrodes on the surface of the scalp it is possible to detect the
small electrical potentials that are produced by the living brain. By amplifying
these signals, the continuous electrical potential differences between brain areas
can be measured and displayed in real time. The record of the potential differences
between any one pair of electrodes appears like a chaotic squiggle (figure 7.6).
However, with changes in conscious state, there are predictable changes in the EEG
record. As with any other continuous line that varies with respect to its deviation
from a zero line on the X axis, the EEG can be described in terms of the frequencies
that make up the waveform.

Generally, the frequency of the EEG becomes greater and the amplitude de-
creases as the person becomes more awake and alert, as shown in figure 7.7. A
person who is awake and in a relaxed state with eyes closed will have an EEG
whose frequency is about eight to twelve Hertz (Hz). The record of this so-called
alpharhythm is relatively regular over large areas of the scalp, and the alpha rhythm
of different brain areas is said to be ‘synchronised’. When a person becomes more
alert, when the eyes are open and especially if some effortful, attention-demanding
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Figure 7.6 Normal adult EEG. Note the alpha rhythm which is prominent over
the rear parts of the head when the eyes are closed
Source Pryse-Phillips (1969)
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Figure 7.7 Brain waves classified by frequency

task like mental arithmetic is performed, the frequency of the EEG becomes faster,
typically 13—30Hz. This band of frequencies is known as the beta rhythm, and it
is less constant across different areas of the scalp and, by inference, the brain.
This phenomenon is known as desynchronisation. In contrast, when individuals
are drowsy, or during meditation, the frequency slows and the theta waveform
appears. It has a frequency of 4-8 Hz. During sleep the delta waveform (less than
4 Hz) appears.

An example of a relatively early study which attempted to associate personality
differences and features of the EEG was by Gale, Coles and Blaydon (1969), who
tested twelve extravert and twelve introvert undergraduates, assessing extraver-
sion with the EPI. Subjects reclined on a bed in a sound-proofed cubicle, their
heads surrounded by a large cube (open at the base) of black card with constant
illumination. EEG was recorded from the occipital part of the head. Each sub-
ject had EEG recorded for ten two-minute periods, with the eyes closed or open in
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alternate periods. The EEGs obtained from extraverts and introverts differed in two
respects. First, within the alpha range of activity, introverts had a mean dominant
frequency of electrical activity (10.80 Hz, SD 1.68) that was higher than that of the
extraverts (10.25 Hz, SD 1.50 Hz). Second, extraverts had higher ‘mean integrated
output’ for the theta (4.5-6.5 Hz), alpha (8—13 Hz), and beta (14.5-20 Hz) bands.
Within the beta and theta bands, the significant effect of personality was obtained
only for the condition where eyes were closed, and for the alpha band only for eyes
open. The results were interpreted as offering some support to Eysenck’s (1967)
hypothesis that extraverts were less cortically aroused than introverts, because ‘an
inverse relation between alpha amplitude and arousal (within the waking stage) is
generally accepted’ (p. 220). The report of the study contains numerous cautions
about the interpretability of EEG parameters in terms of psychological constructs,
such as arousal.

Brain average evoked potentials (EPs)

A person’s EEG response to the same stimulus repeated several times over looks
very different. This is because each individual record of the brain’s electrical
activity contains the specific electrical activity evoked by the stimulus, and super-
imposed background activity. If one averages a large number of brain electrical
responses to a given stimulus the only constant pattern across the responses should
be the specific electrical activity evoked by the stimulus, and the noise, being
random, should cancel itself out. Averaging the EEG records following each suc-
cessive presentation of the same stimulus does indeed provide a wave pattern which
has a predictable shape.

Typical average evoked potentials to simple stimuli are shown in figure 7.8.
Following stimulus onset there is an identifiable negative potential at about 140 ms.

Left ear tones Right ear tones

Attend left ear
3uVv — — — Attend right ear

+ | N I N | - 1 [ -
0 200 400 600 0 200 400 600

msec

Figure 7.8 Early components of the auditory event-related potential recorded at
central electrode (Cz), showing effects of attention on N1 and P2 waves
Source (Coles, Gratton and Fabiani, 1990)
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This is called the N140 or the N1. There is a positive deflection at about 200 ms
after stimulus onset: the P200 or P2. The N1-P2 complex is related to perception
and identification of a stimulus. As figure 7.8 shows, the size of the N1 waveform
varies with the attention paid to the stimulus. If, instead of asking a subject to listen
to a series of similar tones, we ask a subject to note the instances of differently
pitched tones that occur relatively rarely in a series of stimuli, we can alter the EP in
an interesting way. Such a task is called an ‘oddball’ paradigm. We can distinguish
the brain’s electrical response to the common (ignored) and rarer (attended to)
stimuli. Only the rarer ‘oddball’ tones elicit a prominent positive deflection of the
EP at 300 ms or more after stimulus onset. This is P300 or P3, and is one of the
most studied of all EP measures within psychology (Picton and Hillyard, 1988;
Stelmack and Houlihan, 1995). We can quantify EPs by measuring (1) amplitude,
the displacement of the component from a designated baseline in microvolts, and
(2) latency, the time after stimulus onset, in milliseconds (ms), of the peak of the
component.

As an example of brain evoked potential research in the field of personality traits,
we will present Stenberg’s (1994) study of extraversion and the P300 response
elicited by attention to pictures. Forty young adults’ personality traits were tested
using the EPI, and the subjects were divided into low, medium and high extraversion
groups. Subjects looked at pictures on a computer screen. In one condition they
responded only to white pictures (colour task), in a second condition only to
animal pictures (semantic task), and in a third task only to white animals (colour +
semantic task). Because subjects were responding to some stimuli and ignoring
others, there was a P300 component for all three tasks, at about 400-500 ms after
stimulus onset. The amplitude of the P300 deflection was largest for the high-
extraversion group, and lowest for the low-extraversion group. Extraversion scores
of the subjects were correlated with the average amplitude of the P300 across all
three tasks for the midline parietal electrode, and the size of the effect was 0.36.
P300 amplitude is often seen as an index of updating of working memory, implying
that extraversion is associated with the brain processes supporting this cognitive
activity. As discussed in chapter 12, extraverts often perform better on short-term
memory tasks also. Later we discuss data from functional magnetic resonance
brain imaging that provides further evidence for a link between extraversion-
related traits and the brain’s response to a working memory task (Gray and Braver,
2002).

Electrodermal activity

Many types of emotional arousal involve an increase in the activity of the au-
tonomic nervous system, including sweat gland activity. When sweat glands are
activated there is a reduction of the electrical resistance of the skin. The electrical
conductance/resistance of the skin may be measured by placing two electrodes on
the surface of the skin and passing a small current between them. The site of the
electrodes is usually the palmar surface of two fingers. During states of autonomic
arousal, such as anxiety, the conductance of the skin decreases and the resistance
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rises. It is possible to assess both (1) the mean level of skin conductance over a
period of time, and (2) changes in skin conductance in response to transient psy-
chological events. The first of these is the Skin Conductance Level (SCL) and the
latter is the Skin Conductance Response (SCR).

The study used as an example of research using electrodermal activity examined
Zuckerman’s (1979) sensation seeking dimension. Smith et al. (1989) hypothe-
sised that the behaviour associated with high sensation seeking might be partly
mediated via the reticulo-cortical activation system and the catecholamine system
associated with a brainstem structure called the locus coeruleus, which activates a
variety of other brain structures. Hence, high and low sensation seekers might be
differentiated using measures of psychophysiological arousal. Prior to their study,
results had been mixed, but Smith et al. noted that successful studies tended to
use groups with extreme sensation seeking scores and highly arousing or novel
stimulation. Hence, Smith et al. (1989) examined electrodermal activity (as an
index of psychophysiological arousal) in two groups who were at extreme oppo-
site ends of the sensation seeking scale, and used stimuli of varying capacity to
generate arousal. They tested 500 students on the Zuckerman Sensation Seeking
Scale, and selected twenty-four high scorers (HSS) and twenty-four low scorers
(LSS).

Subjects heard and repeated words which represented neutral, sexual or violent
categories. The sexual and violent words were rated according to their ‘intensity’
levels: ‘affection’ and ‘anger’ were used as low intensity stimuli, ‘condom’ and
‘bomb’ as medium intensity, and ‘masturbate’ and ‘slaughter’ as high intensity.
Skin conductance level (SCL) was examined prior to each response. Skin con-
ductance response (SCR) was collected after the presentation of stimulus words.
There were no significant effects of sensation seeking on the SCL to any stimuli.
For SCRs to initial presentations of stimuli there were no differences between HSS
and LSS subjects at low intensity level, but differences became significant at the
higher levels of stimulus intensity (figure 7.9a). The pattern of personality dif-
ferences remained similar when averaged across all trials (figure 7.9b). The SCR
amplitude of the HSS subjects becomes progressively greater than that of the LSS
subjects as the intensity level increases. In general, sexual words caused bigger
SCRs than violent words, and more intense words caused bigger SCR changes than
less intense words. Smith et al. (1989) concluded that, ‘high sensation seekers are
the more aroused or arousable group, and this positive correlation between sensa-
tion seeking and psychophysiological arousal is enhanced at higher intensities of
stimulation’ (p. 677). How this result fits more widely into psychophysiological
research on personality will be explored below.

Heart rate

Heart rate is controlled by both sympathetic and parasympathetic divisions of the
autonomic nervous system. It is possible to examine (1) the mean heart rate and
its variability over a period of time (tonic aspects of heart rate), and (2) transient
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Figure 7.9 Electrodermal response amplitude as a function of sensation seeking
and stimulus intensity level, for initial stimuli (left panel), and all stimuli (right
panel)

Note HSS = High sensation seeking, LSS = Low sensation seeking

Source Smith et al. (1989)

(phasic) changes in heart rate in response to stimuli. A remarkable example of
the association between heart rate and aspects of personality response was re-
ported by Kagan, Reznick and Snidman (1988). They conducted a longitudinal
study of behavioural inhibition in 400 children from age twenty-one months to
seven and a half years. They were interested in comparing the 10 to 15 per cent
of children who become quiet, vigilant and affectively subdued in novel situa-
tions with the 10 to 15 per cent of children who are spontaneous and relaxed in
unfamiliar circumstances. Kagan et al. envisaged this response difference in chil-
dren to be similar to adult introversion—extraversion differences. They selected
twenty-eight extremely inhibited and thirty extremely uninhibited children at age
twenty-one months by examining videotapes of the children’s responses to un-
familiar women and objects in unfamiliar laboratory rooms. The children were
subsequently seen at four, five and a half and seven and a half years of age, where
the cohort fell to forty-one subjects. There was a moderately high correlation be-
tween the inhibition ratings of children at twenty-one months and seven and a half
years.

The authors suggested that behavioural withdrawal in animals is related to
greater arousal in hypothalamic and limbic brain sites. Therefore, the authors
searched for evidence of greater arousal in systems that originated in these areas to
explain behavioural inhibition in children. Such systems, they suggested, included
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the sympathetic branch of the autonomic nervous system. To assess sympathetic
reactivity, Kagan et al. (1988) assessed heart rate, and other measures. Children’s
heart rates were measured at baseline (non-stressful) states and during cognitive
tasks (moderately stressful) at each of the four testing periods. Individual differ-
ences in heart rate were stable from twenty-one months to seven and a half years.
As figure 7.9 shows, children who were consistently inhibited (the stable I group)
tended to have higher heart rates at all four testing sessions. Conversely, consis-
tently uninhibited children (the stable not I group) showed the lowest heart rates.
Correlations between inhibition and heart rate were 0.4 at twenty-one months
and 0.3 at seven and a half years. In addition, more inhibited children tended
to increase their heart rate — by about ten more beats per minute — in response
to a cognitively stressful task. Kagan et al. (1988) suggested that inhibited indi-
viduals have a lower threshold for limbic-hypothalamic arousal when faced with
novelty or unexpected change in the environment. They speculated further that
the basis for this altered threshold might be in the central noradrenergic system,
which is associated with sympathetic reactivity. These data appear to be consis-
tent with Gray’s (1982) anxiety theory, which associates anxiety with behavioural
inhibition.
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Functional brain imaging techniques

Positron emission tomography (PET), single photon emission tomography (SPET),
and functional magnetic resonance imaging (fMRI) are functional brain imaging
techniques that have been put to use to discover whether there are correlations
between personality traits and aspects of brain metabolism.

In both PET and SPET techniques, the subject is injected with or may inhale
a radioactive tracer substance that is taken up by the actively metabolising cells
of the brain. The amount of the tracer which is taken up by the cells is closely
correlated with the amount of metabolism being carried out by these cells. The
tracer substance gives off particles as a result of radioactive decay, which may
then be registered by an appropriate particle — positron or photon — detector. The
subject’s head is placed in a scanning detector device, information from which can
be used to recreate the pattern of radioactive emission from the subject’s brain. In
PET scanning the radioactive tracer substance is often a glucose analogue, and the
brain scan which results from this technique can offer a picture of the differential
metabolism carried out by the various parts of the brain which have been scanned.
In SPET scanning the substance used is often exametazime, which is taken up
by the brain areas in direct proportion to their blood flow, which is closely yoked
to brain metabolic rate. Though brain scanning techniques are sophisticated, the
experimental hypotheses are rudimentary, i.e., that some areas of the brain might
be more active in certain types of personality than others.

Functional magnetic resonance imaging (fMRI) involves no radioactive com-
pounds and is becoming the most common method to explore the brain’s response
to cognitive and emotional stimuli. There are different methods of conducting
functional magnetic resonance imaging. A common one used in psychological re-
search is called blood oxygen level dependent fMRI. The assumptions in this type
of brain imaging are as follows. A cognitive and/or emotional task changes neural
activity. This is associated with local changes in neural metabolism that are associ-
ated with local changes in brain blood flow. The flow of oxygenated haemoglobin
to active areas is in excess of the metabolic demands. Therefore, oxyhaemoglobin
is found in excess over deoxyhaemoglobin. These compounds have different mag-
netic characteristics that can be identified by fMRI and a spatio-temporal map of
the brain’s response to the task can be produced. That is, researchers can provide
an illustration showing the probability that certain brain areas are more or less ac-
tive during a certain type of mental work. Another type of approach can take this
further and show the correlation between activation in certain brain areas during
certain types of mental work and characteristics of the person, such as personal-
ity traits (Canli et al., 2001; Gray and Braver, 2002). A clear description of the
principles behind fMRI is given by Heeger and Ress (2002), and applications in
psychology are discussed by D’Esposito et al. (1999).

Haier et al. (1987) performed PET brain scans on eighteen patients with gener-
alised anxiety disorders and nine normal controls. The radioactive tracer used in the
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experiment was 18F-deoxyglucose. There were significant associations between
EPQ extraversion and brain glucose use in various brain areas, mostly in the
right hemisphere (specifically, the cingulate gyrus, putamen, caudate nucleus, hip-
pocampal gyrus and parahippocampal gyrus). There were significant associations
with neuroticism and glucose use in the pons and inferior temporal areas. These
results highlight some clear limitations of studies using brain scanning techniques.
The number of brain areas which may be identified is usually very large, and the
numbers of subjects in scanning studies tend to be small, because of the cost and
labour intensive nature of the procedure. Moreover, the inclusion of patient groups
with psychiatric problems is not ideal for the investigation of normal personality.

As an example of a SPET scan study, Ebmeier et al. (1994) examined cerebral
blood flow in fifty-one subjects. Personality was assessed using the EPQ. The
regions of the brain that were studied are shown in figure 7.9. As may be seen,
there were fifteen brain areas in each hemisphere, giving at least thirty variables
from the scanning procedure. Ebmeier et al. (1994) reasoned that it is unlikely that
so many brain areas act independently, and principal components analysis with
rotation found four oblique brain blood flow factors which were designated as
‘functional brain systems’; these are shown in figure 7.11. Therefore, each subject
was given a score for the blood flow in each brain system and this was correlated
with personality variables. Extraversion correlated at 0.46 (P<.001) with tracer
uptake and, by inference, brain metabolism, in the brain system that comprised the
anterior and posterior cingulate areas (factor 2 in the figure). The results remained
significant after correction for multiple testing and age.

The study by Ebmeier et al. (1995) is suggestive of a relationship between
extraversion and brain mechanisms for emotion, but it is questionable whether this
result is consistent with either the Gray (1987) or Zuckerman (1991) models of
extraversion and positive emotion. The cingulum is linked to systems controlling
anxiety by Gray (1987), and, indeed, cingulectomy tends to reduce neuroticism
without affecting extraversion (Zuckerman, 1991). The cingulate cortex is also
involved in cognitive control and attention (Bush et al., 2000). It was also associated
with extraversion in Haier et al.’s (1987) and Johnson et al.’s (1999) PET studies,
and with behavioural activation in an fMRI study by Gray and Braver (2002) as
discussed below. Johnson et al. (1999) concluded, overall, extraverts had lower
blood flow than introverts, supporting Eysenck’s ideas. This study, combined with
others, suggests that frontal cortical regions are active in introverts, while more
posterior regions are active in extraverts. Moreover, findings of this study suggest
that a circuit involving the frontal lobes, the striatum, and the thalamus plays an
integral role in modulating individual differences in extraversion.

fMRI studies attempt to describe the cerebral activation signatures of the major
personality traits. Gray and Braver (2002) tested fourteen healthy people on Carver
and White’s (1994) trait scales for Gray’s (1991) behavioural inhibition (BIS) and
behavioural activation (BAS) systems. Subjects performed a working-memory task
(the n-back task) while their brains were imaged using fMRI procedure. They found



The psychophysiology of traits 183

Anterior cingulate

Frontal
Parietal

Posterior cingulate

Occipital

Anterior cingulate

Anterior temporal

Posterior temporal

Thalamus

Posterior cingulate

Calcarine

Occipital
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that individual differences on the BAS were associated with lower activation —
in response to performing the working-memory task — in the posterior regions of
the anterior cingulate cortex. The results were interpreted in terms of personality
being related to cognitive control. In agreement with other research (Lieberman
and Rosenthal, 2001), they also found that people with high BAS scores were
more accurate on the n-back working-memory task. With the numbers of subjects
involved, this study may only be considered indicative. Nevertheless, it adumbrates
a hopeful future for unravelling the mechanisms of personality differences by
studying brain imaging, cognitive processes and traits, and binding them within a
theoretical framework. The authors argue that these results are relevant to theories
of extraversion which emphasise the appetitive-approach aspects of extraversion.
Another fMRI study of personality traits has argued that emotional processing
biases are the neural signature of neuroticism and extraversion (Canli et al., 2001;
see Box 7.1).
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Box 7.1 Personality and emotion: a functional imaging study

Canli and colleagues (2001) argued that functional imaging studies have re-
vealed the localised brain areas that respond to emotional stimuli. Moreover,
they argued that neuroticism and extraversion differences are related to emo-
tional experience. Therefore, they set out to discover whether individual dif-
ferences in the traits of neuroticism and extraversion moderated the brain
responses to emotional stimuli. Fourteen healthy women were asked to pay
attention to pictures. Some of the pictures were designed to be linked to nega-
tive emotional states, representing crying, anger, guns, spiders and a cemetery.
Other pictures were linked to positive emotional states, representing happi-
ness, puppies, ice cream and sunset. Personality traits were tested using the
NEO Five Factor Inventory. The authors found that there were strong positive
correlations — from 0.79 to 0.86 — between extraversion scores and brain acti-
vation to positive emotional stimuli in the amygdala, caudate, middle frontal
gyrus, and putamen. There were strong negative correlations between neuroti-
cism scores and brain activation to negative emotional stimuli in the middle
frontal gyrus (—0.75) and middle temporal gyrus (—0.79). This is a small study,
and may be considered a pilot examination of an interesting idea, that pro-
cessing biases are the neural signature of neuroticism and extraversion. The
results are in accordance with the importance of negative emotions to the con-
cept of neuroticism, and the part that positive emotions play in the theory of
extraversion.

Personality and arousal: towards an integrated
theory?

The arousal concept

Thus far, we have looked at somewhat isolated examples of studies of the psy-
chophysiology of personality. We turn now to the issue of whether the empirical
data supports a broader theoretical picture of the kind advanced by Eysenck’s
(1967) arousal theory. Even if this particular theory is incorrect, arousal is of spe-
cial interest to personality psychologists because this concept appears to provide
the basis for integrating individual differences in physiology, subjective experience
and behaviour (Anderson, 1990; Johnson et al., 1999). According to Duffy (1962),
‘arousal’ refers to a continuum of states of activity of the organism, ranging from
deep sleep to highly aroused states of excitement or agitation. The primary means
for tracking the individual’s position on the arousal continuum are psychophys-
iological, though researchers also use the subjective measures of alertness and
wakefulness discussed in chapter 4. Thus, highly aroused subjects should show a
characteristic electroencephalogram, with a predominance of high-frequency beta
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waves, and a lack of lower frequency alpha and theta waves. They should also
show symptoms of autonomic nervous system activation, such as increased heart
rate and skin conductance, as the organism prepares for ‘fight or flight’.

Arousal is the central explanatory construct in Eysenck’s theory but many re-
searchers have identified problems with traditional arousal theory (e.g., Duffy,
1962), which may limit its usefulness for personality theory. Matthews and Ame-
lang (1993) described the problems of arousal theory as empirical, psychometric,
methodological and conceptual. Empirically, predictions from arousal theory in
both psychophysiological and behavioural domains often fail to be confirmed
(Matthews, 1985; Neiss, 1988; Matthews et al., 2000). Such predictive failures do
notnecessarily imply that the underlying theory is incorrect. For example, if arousal
is not measured reliably, the theory will be difficult to test successfully. As dis-
cussed in chapter 1, itis important that individual difference measures are internally
consistent — that alternative measures of a construct correlate with one another.
However, the arousal construct fails this psychometric test; very often alternate
arousal measures such as heart rate and skin conductance fail to inter-correlate
(e.g., Fahrenberg et al., 1983). One explanation for psychometric problems
may be methodological, that the specific measures taken are not valid indicators
of cortical arousal. Lacey (1967) introduced the important notion of response
specificity: there are individual differences in the sensitivity of peripheral systems
to arousal level. One person might show increased heart rate but not increased
skin conductance when aroused, and another the reverse. Another methodological
problem, particularly for ans measures, is that the measure is sensitive to other
influences in addition to arousal, which may not be well controlled, such as motor
activity in the case of heart rate. Thus, the proponent of arousal theory may argue
that arousal is a satisfactory concept; it is just difficult to measure validly. A newer
approach to arousal is to construe it as brain activation in functional brain imaging
studies. One such study claims to have supported Eysenck’s arousal hypothesis of
introversion—extraversion (Johnson et al., 1999).

Some researchers have also criticised arousal on conceptual grounds, however.
Arousal appears to be a multidimensional rather than a unidimensional construct
(Thayer, 1989). There are various neurotransmitter systems that originate in the
brainstem and ascend to the cerebral cortex and other forebrain structures, which
may differ in their functional significance (Panicker and Parasuraman, 1998). Gray
(1982) suggests that the operation of the BIS varies according to whether it re-
ceives arousing inputs from cholinergic, noradrenergic or serotonergic pathways.
Table 7.1 lists some of these different systems and how their ‘arousal’ affects
psychological functioning in animals (Panicker and Parasuraman, 1998; Robbins,
1998). Even these systems may be fractionated; Robbins (1998) differentiates
multiple noradrenergic and dopaminergic pathways that control different aspects
of behaviour. Thus, as Robbins (1998) concludes, unitary conceptions of arousal
may have outlived their usefulness, and, therefore, we should try to link personality
traits to these more specific brain systems. Nevertheless, arousal theories continue
to inspire psychophysiological research, and there are ample data that may allow
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Table 7.1 A highly simplified description of some different systems for ‘arousal’

Neurotransmitter system Function

Noradrenaline: Ascending pathways Maintenance of attention under stress
from locus coeruleus to cortex

Dopamine: Mesolimbic and mesostriatal Activation of cognitive and motor
pathways output

Acetylcholine: Pathways from basal Enhancement of stimulus processing
forebrain to cortex and other structures at the cortical level

Serotonin: Pathways from raphé nuclei to Behavioural inhibition and cortical
cortex and other structures de-arousal

Note Based on Robbins, 1998; Panicker and Parasuraman, 1998

us to decide whether or not they are empirically useful, in linking personality and
brain function.

Predicting relationships between personality and arousal

Eysenck’s (1967) personality theory predicts that extraverts should be less aroused
than introverts, and high-neuroticism scorers should be more aroused than emotion-
ally stable individuals. However, two riders must be attached to these predictions.
The first, which is particularly important in studies of extraversion, derives from
an extra hypothesis which has assumed more importance in Eysenck’s (e.g., 1981,
1997) later work. This is the hypothesis of transmarginal inhibition or TMI, the idea
that under high levels of stimulation the cns becomes paradoxically de-aroused,
as a protection against over-stimulation. Because of their greater arousability, in-
troverts show TMI and de-arousal at lower levels of stimulation than extraverts.
Hence, introverts should only be more aroused than extraverts under moderate
levels of stimulation; extraverts may actually be more aroused than introverts if
levels of stimulation are high enough to generate TMI. The second qualification
is that neuroticism will only consistently relate to arousal under conditions of
emotional stress; otherwise the limbic system remains inactive regardless of per-
sonality. Hence, it may be insufficient to simply correlate arousal with personality
measures; situational factors which may have a moderating effect should be con-
trolled or manipulated also. Next, we briefly review the empirical evidence on
the relationship between psychophysiological arousal indices and extraversion,
neuroticism and other traits.

Studies of extraversion, the EEG and evoked potentials

Eysenck’s (1967) arousal theory predicts that extraverts should show the patterning
of the EEG associated with lower arousal compared to introverts. Many studies
have tested this basic prediction, often by measuring alpha power only. Reviews
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by Gale (e.g., 1981; Gale and Edwards, 1986) and O’Gorman (1984) provide
‘head-counts’ of studies with respect to support for Eysenck’s (1967) hypothesis.
O’Gorman (1984) classified nineteen out of thirty-nine studies as supporting the
prediction that extraverts are less aroused, ten studies showed no significant dif-
ference between extraverts and introverts, and ten studies showed results in the
opposite direction to prediction. Recent, methodologically sound studies continue
to provide conflicting evidence. For example, Hagemann et al. (1999) failed to
find any association between extraversion and the EEG, whereas Gale et al. (2001)
found that extraverts showed higher levels of alpha (i.e., lower arousal) in frontal,
temporal and occipital sites. The latter authors suggest use of a meaningful, engag-
ing task — in their case, rating photographs for emotional content —is needed to find
consistent finding. To confuse the issue further, a recent Russian study (Knyazev,
Slobodskaya and Wilson, 2002) obtained a significant negative correlation between
extraversion and EEG alpha, although extraversion was positively associated with
theta power, which might suggest lower arousal in extraverts. Hence, although
there are some positive findings (e.g., Gale et al., 1969, 2001), EEG work provides
only limited evidence in favour of a negative association between extraversion and
arousal.

Both O’Gorman and Gale have drawn attention to the variable methodological
quality of the studies. Possibly it is the poorly conducted studies which are respon-
sible for the inconsistency. In fact, both reviewers agree that even well-conducted
studies show inconsistency of outcome, although O’Gorman (1984) did show that
studies using psychometrically adequate measures of extraversion such as the EPI
or EPQ seemed more likely to support Eysenck’s hypothesis. Matthews and Ame-
lang (1993) point out that the typical sample size of EEG studies, comprising
perhaps thirty or forty subjects, simply lacks the statistical power reliably to detect
small or moderate relationships between extraversion and the EEG. These authors’
study of 180 subjects showed that EPI extraversion was significantly correlated,
but at only 0.16, with power of low frequency activity (delta/theta) as the Eysenck
hypothesis predicts (but not with alpha or beta).

A further reason for the inconsistency of the EEG data is that the extraversion—
arousal relationship may vary with the amount of stimulation provided by the
environment. Gale (1981; Gale et al., 2001) suggests that if the environment
is unstimulating extraverts will find it sufficiently unpleasant to take steps to
arouse themselves, distorting the experimental results. Similarly, in stimulating
environments introverts will be susceptible to TMI, so that extraverts may tend
to show greater arousal. Gale’s (1981) review of the data did find some indica-
tion that extraverts were more likely to be less aroused in moderately stimulat-
ing settings, although O’Gorman (1984) disagrees with this interpretation of the
evidence. Studies which have set out to test Gale’s (1981) hypothesis directly
have failed to support it (O’Gorman and Malisse, 1984; Matthews and Amelang,
1993).

Stelmack (1981, 1990; Stelmack and Houlihan, 1995) provides selective re-
views of studies of extraversion and evoked potentials. As with EEG studies,
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Figure 7.12 The effect of high (8 KHz) and low (0.5 KHz) 80 dB tones on the
auditory evoked potentials of introvert, middle and extravert subjects
Source Stelmack, 1990

results are inconsistent. However, Stelmack’s (1990) own EP work shows some
consistent effects: greater amplitude of response in introverts during the first 100—
200 ms after stimulus presentation, as shown in figure 7.12. In this study, introverts
show a waveform of greater amplitude than extraverts following a low-frequency
tone of 0.5 KHz, but there is no personality effect for the potential evoked by
a high-frequency tone of 8.0 KHz. Stelmack (1990) interprets this greater reac-
tivity of introverts as consistent with the Eysenck theory. It seems to correspond
to psychophysical data suggesting greater sensory sensitivity in introverts (e.g.,
Shigehisa and Symons, 1973). Extraversion also appears to predict longer latency
of brainstem evoked responses (BERs) developing within 10 ms of presentation
of an auditory click stimulus, indicating reduced sensory reactivity in extraverts
(Bullock and Gilliland, 1993). It appears to be Wave V of the BER that relates
most consistently to extraversion (Swickert and Gilliland, 1998; Cox-Fuenzalida,
Gilliland and Swickert, 2001). Wave V may be generated by the inferior colliculus,
where the auditory pathway may converge on the ascending reticular activating
system, so these findings are consistent with arousal theory.
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Effects of extraversion on later components of the evoked potential have also
been reported. Such components are believed to be associated with more ‘cogni-
tive’ processes such as updating working memory. We have already described the
Stenberg (1994) study, showing larger amplitude P3 waves in extraverts, but other
studies (e.g., Daruna, Karrer and Rosen, 1985; Stelmack and Houlihan, 1995)
have demonstrated larger amplitude P3 waves in introverts. The effect appears
to vary with subject gender and exposure to the task (Polich and Martin, 1992),
and failures to replicate have also been reported (see Stelmack and Houlihan,
1995). The effect may, as Stenberg (1994) suggests, vary with task stimuli and
demands. Daruna et al. (1985) showed that the magnitude of the effect varied
with an attentional manipulation, suggesting that it may be difficult to discrimi-
nate arousal- and attention-related effects in this EP paradigm. There is also evi-
dence for TMI effects: Brocke, Tasche and Beauducel (1997) found that extraverts
showed lower amplitude P3s than introverts in quiet, but higher amplitude in white
noise.

Extraversion and the autonomic nervous system

As in the case of electrocortical studies, ans research has looked for simple corre-
lations between extraversion and tonic arousal, interactive effects of extraversion
and level of stimulation, and extraversion effects on the response evoked by spe-
cific stimuli. We shall focus in this section on the most popular research method,
studies of electrodermal activity. Other response systems, such as the cardiovascu-
lar and pupillary systems have also been investigated (see Stelmack, 1981, 1990).
Tonic arousal may be reflected in both increased skin conductance level (SCL) or
in a higher rate of ‘spontaneous’ skin conductance responses (SCRs). Reviews of
extraversion effects on these measures (Stelmack, 1990, 1997; Zuckerman, 1991)
have tended to conclude that they do not consistently support the arousal hypoth-
esis. Rather more promising results have been obtained in studies manipulating
the level of stimulation experimentally. Fowles, Roberts and Nagel (1977) mea-
sured SCL during presentation of tones following performance of a learning task.
Extraverts tended to show greater arousal than introverts in the most stimulating
conditions, particularly when tones were of high intensity and the task performed
was difficult. Smith (1983) reports comparable effects using the stimulant drug
caffeine as a moderator variable. Extraverts show the expected effect of increased
SCL following caffeine ingestion, whereas introverts fail to show tonic SCL in-
crease, possibly because caffeine induces TMI in introverts.

Studies of event-related SCRs, reviewed by Stelmack (1990, 1997), show that
extraversion effects depend on the level of stimulation. Extraversion effects are
typically non-significant with low-intensity (<60 dB) auditory stimuli, but in-
troverts show larger SCRs with moderate-intensity stimuli (75-90 dB). With
higher-intensity auditory stimuli, extraverts may actually show greater SCRs than
introverts, consistent with the TMI hypothesis. Caffeine has a similar moderat-
ing effect to noise intensity, with introverts showing greater SCRs when given a
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placebo, and extraverts showing increasing SCR magnitude with increasing caf-
feine dosage, as shown in figure 7.13 (Smith et al., 1983). Arousal is said to
block habituation of the SCR on repeated presentation of stimuli, so that introverts
should habituate more rapidly than extraverts. Habituation studies have provided
mixed results, although failures to find slower habituation in introverts may re-
flect methodological factors such as the method for assessment of habituation rate
(Smith et al., 1990).

Neuroticism and arousal

The majority of studies of neuroticism present a fairly consistent picture in failing to
show associations between this personality trait and electrocortical and ans arousal
(e.g., Hagemann et al., 1999), although there are occasional findings suggestive
of higher arousal in high scorers on the neuroticism scale (see Eysenck, 1994b).
Studies of the EEG fail to show any reliable correlation between neuroticism and
arousal, although neuroticism may moderate extraversion effects (Gale, 1981), and
some authors discern a trend towards higher arousal in high N persons (Gale et al.,
2001). There have been sporadic reports of associations between neuroticism and
EP measures (e.g., Stelmack et al., 1993), but it is hard to discern any clear pat-
tern to such findings. The most comprehensive review of electrodermal activity
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studies (Naveteur and Freixa i Baqué, 1987) provides little evidence for either
neuroticism/trait anxiety or state anxiety relating consistently to any tonic SCL,
rate of spontaneous SCRs, or amplitude and rate of habituation of event-related
SCRs. Their own work (Naveteur and Freixa i Baqué, 1992) actually shows greater
electrodermal activity in low trait anxious subjects, particularly under stressful con-
ditions. Studies of neuroticism, trait anxiety and cardiac activity show a mixture
of positive and negative outcomes (e.g., Huwe, Hennig and Netter, 1998; Dishman
et al., 2000). Wilken et al. (2000) suggest that trait anxious subjects may show
paradoxically reduced electrodermal response to stressors due to TMI, because
they are already highly aroused, but this hypothesis has not been substantiated as
convincingly as in the case of extraversion—introversion.

The failure of neuroticism studies to support the Eysenck (1967) arousal hypoth-
esis is often attributed to the laboratory environment being insufficiently emotion-
ally stressful to activate the viscero-cortical circuit. Fahrenberg (1991) discusses a
series of fairly large-scale studies run by himself and his colleagues which manipu-
lated stress in various ways, and assessed a variety of EEG and ans measures. These
studies failed to confirm the prediction that subjects with high neuroticism levels
would show greater physiological activation during stress. One concern about this
work is that neuroticism was also only slightly correlated with self-report tension,
a finding which contrasts with some of the mood studies reviewed in chapter 4.
More work is needed to determine the exact circumstances under which neurotic
individuals are particularly stress prone before the arousal hypothesis can be con-
clusively dismissed.

Psychoticism, impulsivity and sensation seeking

Individual differences in arousal have also been investigated in the context of the
cluster of traits associated with Zuckerman’s (1991) P-ImpUSS dimension. Stud-
ies by O’Gorman and Lloyd (1987) and Matthews and Amelang (1993) showed
a positive association between narrow impulsivity and power in the alpha band,
a result suggestive of lower arousal in impulsive individuals. However, Matthews
and Amelang also found a significant correlation of —0.16 between psychoti-
cism and alpha, implying that different P-ImpUSS traits may be differently related
to electrocortical arousal. Sensation seeking itself does not seem to be reliably
related to EEG measures, but high sensation seekers show increasingly large am-
plitude N1-P1 EPs to increasingly intense stimuli, a pattern known as augmenting
(Zuckerman, 1991). Low sensation seekers show the opposite, reducing pattern:
amplitude tends to decline with increasing stimlus intensity. Impulsiveness may
also relate to EPs, although different impulsiveness dimensions appear to correlate
with different electrocortical measures (Barrett, 1987). Different paradigms have
shown both positive and negative associations between sensation seeking and P3
amplitudes (Wang and Wang, 2001).

Studies relating P-ImpUSS dimensions to electrodermal measures mostly fail
to provide strong results, although there are some exceptions. There is a tendency
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for sensation seeking to be associated with lower tonic skin conductance level,
although findings are not very consistent (Gatzke-Kopp et al., 2002). The Smith
et al. (1989) experiment described previously shows greater augmenting of elec-
trodermal response with increasing stimulus intensity in high sensation seekers,
a result broadly comparable with EP studies. A study by Zahn et al. (1994)
showed an interesting dissociation between extraversion and impulsivity. During a
Reaction Time (RT) task, amplitude of spontaneous SCRs were positively related
to impulsivity but negatively related to extraversion. Zuckerman (1991) reviews
studies showing a tendency for high sensation seekers to show stronger SCRs to
the initial stimulus in a sequence, which may be a personality difference in reaction
to novelty.

Overall, it is hard to argue that there is any general, strong relationship between
P-ImpUSS and arousal, although there may be associations between narrower
traits related to P-ImpUSS and arousal. However, the augmenting response to
strong stimulation evident in both EP and electrodermal studies may be a more
important feature of this aspect of personality. Cortical excitability in response
to high intensity stimuli is an important component of Zuckerman’s (1991) psy-
chobiological model of P-ImpUSS (see figure 7.5). At a behavioural level, the
augmentation response may provide the disinhibited individual with the capac-
ity to tolerate strong stimulation and stress. However, if the disinhibited person
actually seeks out intense stimuli, there is a risk of maladaptive behaviours en-
suing. The more antisocial forms of disinhibition may be associated with arousal
seeking through aggressive or criminal behaviour such as football hooliganism or
‘joy-riding’ in stolen cars.

Traits and arousal: conclusions

Despite the energy with which investigators have attempted to demonstrate re-
lationships between personality and arousal, results of the studies reviewed are
patchy, at best. Matthews and Gilliland (1999) drew four conclusions concerning
arousal theory from their literature review. First, many studies have failed to es-
tablish or replicate the personality—arousal relationships predicted by the Eysenck
(1967) theory, especially when tonic arousal indices are used. At the same time,
there is a modest trend towards extraverts being lower in cortical arousal (e.g.,
Gale et al., 2001; Stelmack, 1997). It is possible that the indifferent replicability
of findings represents methodological weaknesses in some studies (Gale et al.,
2001), and the insufficient power to detect small associations typical of most stud-
ies. Second, studies of certain phasic arousal responses provide more convincing
support for Eysenck (1967), although findings are still somewhat inconsistent.
One of the more consistent findings is in increased amplitude of early components
(e.g., N1) of the EP in introverts, although careful attention to experimental pa-
rameters is needed (Doucet and Stelmack, 2000). Introverts also typically show
greater amplitude phasic SCRs to certain kinds of moderate intensity stimuli. Re-
cent work is also going beyond traditional arousal measures to identify further
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psychophysiological correlates. For example, Stelmack and Pivik (1996) showed
that extraversion relates to decreased spinal motoneural recovery, which may re-
late to both dopaminergic activity and to behavioural evidence for higher motor
responsiveness in extraverts (Doucet and Stelmack, 2000).

Third, in electrodermal activity (EDA) studies, there are fairly consistent mod-
erating effects of level of stimulation and arousal on the extraversion—arousal
association, consistent with the TMI hypothesis (Smith, 1983). At high levels of
stimulation, extraverts are more responsive than introverts. However, although
these findings are consistent with the Eysenck (1981) theory, the problem is that
the level of stimulation needed to induce TMI is never specified a priori in these
studies, so that hypothesis-testing is done on a post hoc basis, which is unsatisfac-
tory. For example, in studies in which extraverts are less aroused than introverts
irrespective of level of stimulation, the researcher can always claim that the level
of stimulation was insufficient to induce TMI. However, the empirical findings
provide a basis for establishing psychophysiological findings which generalise
across response systems, and for addressing anomalies. For example, it is unclear
why extraversion and caffeine interact in their influence on electrodermal activity
(Smith, 1983), but appear to have additive effects on BERs (Bullock and Gilliland,
1993).

Fourth, although N appears to play some role in psychophysiological response,
it does not conform in any simple way to that predicted by arousal theory (e.g.,
Fahrenberg, 1987). Again, it is possible that existing research has so far failed to
identify the key moderating variables that must be controlled to obtain consistent
results. It is possible too, that, as with extraversion, inhibitory processes may
contribute to variance that is uncontrolled in many studies of neuroticism and trait
anxiety (Wilken et al., 2000).

Personality and sensitivity to motivational stimuli

Increasingly, Gray’s (e.g., 1991) personality theory is seen as a worthy
competitor to Eysenck’s (1981, 1997). As described previously, it states that high
Anx individuals (neurotic introverts) are especially sensitive to punishment sig-
nals, mediated by the BIS, whereas high Imp individuals (stable extraverts) are
sensitive to reward signals, mediated by the BAS. It has also received impetus from
behavioural studies that show interactive effects of personality and motivational
variables. For example, there is a general tendency for extraverts to learn better
in rewarding conditions, whereas introverts learn better in punishing situations
(Pickering, Diaz and Gray, 1995).

Gray’s theory, often described as Reinforcement Sensitivity Theory (RST) (Corr,
2002) may be testable through psychophysiological research. It is convenient to
divide research here into two waves. The first wave refers to basic tests of personal-
ity effects on response to motivational signals. We expect to see greater autonomic
and central nervous system response to punishment cues in high Anx individuals,
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for example. In fact, these studies provide rather mixed results, some of which
are clearly inconsistent with the original Gray theory (Matthews and Gilliland,
1999; Corr, 2001). There are also difficulties in deciding how to measure the Imp
construct (see Box 7.2). Thus, a second wave of research is attempting to derive
and test more subtle hypotheses that take into account interactions between BIS
and BAS (Corr, 2002). This recent research also aims to accommodate recent
theoretical revisions to Gray’s theory (Gray and McNaughton, 2000).

Box 7.2 Impulsivity: a problem variable for psychophysiology

The impulsivity trait is a major focus for Gray’s personality theory. It is said
to correlate most strongly with extraversion, with some admixture of neu-
roticism and psychoticism. However, the best measure of the construct for
hypothesis-testing has long been a source of contention. Some researchers
contrast neurotic extraverts with stable introverts, whereas others use one of
the many published scales for impulsivity, which often include various sub-
scales, and may measure different constructs. Still others use one of several
scales that have appeared in recent years that purport to measure Gray’s BIS
and BAS (e.g., Zelenski and Larsen, 1999). The lack of a standard, validated
measure of Gray’s impulsivity construct may contribute to the inconsistency
of the psychophysiological data (Corr, 2001).

A recent study (Whiteside and Lynam, 2001) suggests the source of the dif-
ficulty: impulsivity may not be a homogeneous construct at all. The authors
factor-analysed 17 of the most widely used impulsivity scales and subscales,
along with selected NEO-PI-R facet scales, including four directly related to
impulsivity, in a sample of over 400 young adults. They extracted four orthog-
onal ‘impulsivity’ factors, briefly described below, together with a separate
extraversion factor:

Factor 1 (Lack of Premeditation). Defined by several standard impulsivity
scales, dysfunctional impulsivity, and lack of deliberation (NEO-PI-R facet).
Typical item: ‘T usually think carefully before doing anything’ (negative load-
ing item).

Factor 2 (Urgency). Defined mainly by NEO-PI-R neuroticism facets, in-
cluding impulsiveness. Typical item: “‘When I am upset I often act without
thinking.’

Factor 3 (Lack of Perseverance). Defined mainly by NEO-PI-R facets relat-
ing to Conscientiousness; e.g., (lack of) self-discipline. Typical item: ‘I tend
to give up easily.’

Factor 4 (Sensation seeking). Defined by scales for sensation seeking and
venturesomeness, including NEO-PI-R excitement seeking. Typical item: ‘I
quite enjoy taking risks.’

Factor 5 (Extraversion). Defined by all six NEO-PI-R extraversion facets,
e.g., warmth, gregariousness, positive emotions.
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They conclude that each factor represents a distinct aspect of personality,
and it is erroneous to consolidate them under the single term ‘impulsivity’.
Beyond the demonstration that verbal labels may be misleading, the study also
raises some searching questions for Gray’s RST. Which impulsivity construct
is to be linked to the BAS? How does the theory accommodate the factorial
independence of extraversion from the four ‘impulsivity’ factors? How can we
differentiate biologically based impulsivity from those components that seem
primarily cognitive (failure to plan and premeditate)? We offer no answers
here, but note that successful psychophysiological tests of RST will require a
clearer mapping of traits onto biological systems.

Initial studies

Psychophysiological studies have tested RST using both central and autonomic
system indices. Although some studies have used autonomic indices, such as
changes in heart rate (e.g., De Pascalis, Fiore and Sparita, 1996; De Pascalis
and Speranza, 2000), we focus here on EEG studies. Of course, we might won-
der whether EEG activity actually provides good measures of the activity of the
BIS and BAS, as opposed to other brain systems. Remember that, according to
Gray (1991), both the BIS and BAS tend to activate the separate arousal mecha-
nism. That is, any kind of motivational stimulus tends to produce arousal, and so
we can use arousal responses to test the theory. Thus, in an EEG study, we ex-
pect to see high levels of electrical activity (e.g., beta waves, increased amplitude
evoked potentials) in two subject groups: high impulsives presented with reward
signals, and high anxiety individuals presented with punishment signals. In fact,
it is the data obtained from studies of reward that are most important in testing
Gray’s theory against Eysenck’s. So, we expect that both high Imp/reward and high
Anx/punishment groups will show increased EEG arousal. Eysenck’s (1967) the-
ory makes the same prediction for the high Anx/punishment group. Because high
Anx is strongly correlated with high N, these subjects will, according to the theory,
respond to punishment signals with increased activity in the cortico-limbic circuit
that supports N, and hence with higher cortical arousal. On the other hand, the
Eysenck theory predicts that low impulsives (similar to introverts) ought to show
greater response than high impulsives (similar to extraverts) to both reward and
punishment signals. Thus, the behaviour of high impulsives presented with reward
signals should differentiate the two theories: compared with low impulsives, do
they show relatively low EEG arousal (Eysenck prediction) or high arousal (Gray
prediction)?

Several studies have used motivational manipulations. Stenberg (1992) observed
the effects on the EEG of manipulations of positive and negative imagery. Con-
sistent with both theories, high Anx subjects showed higher levels of beta waves
in the negative imagery condition. However, high Imp subjects did not show any
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enhancement of response to positive imagery, and, overall, Stenberg concluded
that, consistent with Eysenck (1967), Imp was related more to low arousal in gen-
eral, than response to imagery. De Pascalis and Speranza (2000) used positive,
negative and neutral words as cues in a task requiring spatial attention. Similar
to Stenberg (1994), extraverts showed greater P3 amplitude, but there was no ef-
fect of whether positive or negative words were presented, as RST would predict.
Neuroticism failed to influence P3 at all.

Bartussek (e.g., Bartussek et al., 1996) has reported a series of studies of evoked
potentials, that set out to test RST using motivational manipulations such as pre-
senting positive and negative words, and signals indicating gains and losses during
a gambling task. For example, Bartussek et al. (1996, study 1) presented subjects
with positive, neutral and negative adjectives. They were required either to count
the number of letters in the word, or to rate its subjective emotional content. The
key prediction from RST is that high impulsives should show enhanced response
when rating the emotional content of positive words, especially from frontal elec-
trode sites that pick up the activity of frontal cortex. Areas of frontal cortex are
implicated in emotional response. In fact, in this study, as in others conducted by
Bartussek, the prediction was not confirmed. Instead, extraverts showed a greater
frontal P3 response to both positive and negative stimuli, relative to neutral stim-
uli, whereas introverts’ response seemed indifferent to emotional content. Other
complex interactions between personality, electrode sight and stimulus type were
also inconsistent with RST. Simplifying somewhat, Bartussek et al. (1996, p. 312)
arrive at the following general conclusion:

However, Gray’s theory could not be confirmed in either of the experiments.
No differential susceptibility of introverts to negative stimuli, and of extraverts
to positive stimuli could be found. In both experiments, it seemed rather that
extraverts are more susceptible to a// emotional stimuli regardless of the emotional
valence.

Revisions to RST

It is generally accepted that psychophysiological studies provide only weak sup-
port to Gray’s (1991) personality theory, as originally formulated (e.g., Corr, 2001;
Matthews and Gilliland, 1999, 2001). Studies of learning and conditioning force
a similar conclusion. One of the most thorough series of studies was conducted
by Corr, Pickering and Gray (1995). These studies looked at both associative
learning (stimulus—stimulus conditioning) and instrumental learning (stimulus—
response conditioning), and produced some unexpected results. For example, in
one study, subjects were rewarded or punished, by gaining or losing small sums
of money during learning associations between stimuli. RST predicts that impul-
sives (and, hence, extraverts) should show faster conditioning when rewarded for
correct responses. In fact, extraversion was unrelated to conditioning in reward-
ing conditions, but introverts learnt faster when punished for mistakes, although,
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according to RST, it should be N rather than E that controls aversive learning.
Other studies from Corr’s (2001, 2002) laboratory have also shown associations
between E/impulsivity and response to punishment stimuli, and associations be-
tween N/trait anxiety and response to reward stimuli, i.e., the ‘wrong’ personality
trait controls response, with respect to RST. Interactive effects of Imp and Anx on
learning have also been reported (Zinbarg and Mohlmann, 1998), although these
two traits are supposed to relate to independent systems (i.e., BAS and BIS).

In response to such difficulties, Corr (2001, 2002) has proposed a revised ver-
sion of RST, that he describes as a ‘joint-systems’ hypothesis. He refers to the
original RST as a ‘separate-systems’ hypothesis: that is, Anx controls response
to punishment stimuli irrespective of the person’s level of impulsivity, and Imp
controls response to reward irrespective of anxiety. The new formulation supposes
that the BIS and BAS may interact in their effects. Corr (2002) sets out some
conditions under which the two systems do, or do not, interact. The revised theory
also accommodates changes to the animal model made by Gray and McNaughton
(2000). For example, although BIS and BAS were originally said to be sensitive to
motivational signals only (i.e., conditioned stimuli), both signals and primary rein-
forcers (i.e., unconditioned stimuli) are now claimed to activate these systems. The
theory also places more emphasis on the fight—flight system as the primary media-
tor of aversive stimuli, with the BIS activated mainly during approach—avoidance
conflict. The details of the theory are beyond the scope of this chapter, but we will
outline some circumstances under which interaction is said to take place, giving
rise to personality effects not predicted by RST.

According to Corr (2002), the joint-systems hypothesis applies when stimuli
are relatively weak (as is often the case in laboratory experiments). In this case,
Anx may impair BAS functioning, as well as having its main, facilitative effect
on the BIS. Similarly, Imp may antagonise the BIS, as well as facilitating the
BAS. This hypothesis can explain Corr et al.’s (1995) findings with associative
learning, in which punishments (loss of small sums of money) were minor. The
joint-systems hypothesis supposes that high Imp antagonises the BIS response to
these minor losses. Hence, introverts (low Imp) show better aversive conditioning
than extraverts (high Imp), even though Imp is primarily linked to the BAS.

Corr (2002) presents a psychophysiological study that supports the joint-
subsystems hypothesis. In this study, participants viewed slides including emo-
tional material (e.g., mutilated bodies and pleasant outdoor scenes). Periodically,
50 ms bursts of loud white noise (100 db (A)) were presented, which elicited a
startle response, including an eyeblink. Its intensity was measured by electromyo-
graphic (EMG) recording that picked up the muscular response in the muscle
that produces the eyeblink. In general, positive emotion attenuates the response,
whereas negative emotion increases response magnitude. Corr et al. showed that
Imp and Anx moderated the size of the EMG response to slides of differing emo-
tional content, but effects were more complex than those predicted by the original,
separate-systems version of RST. For negative slides, the strongest response was
seen in the high Anx/low Imp group, and the weakest response in the low Anx/high
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Figure 7.14 Effects of trait anxiety (Anx) and impulsivity (Imp) on EMG eye
blink response
Source Corr (2002)

Imp group (see figure 7.14). Here, response strength should index BIS activity. The
effect of Anx may be attributed to its facilitative effects on BIS, but, in addition,
it seems that high Imp antagonises the BIS, reducing response to the negative
stimulus. For positive slides, the revised theory predicted that response should be
greatest in subjects high in Imp (facilitation of BAS), but low in Anx (low antag-
onism of BAS). This prediction was not confirmed: response was greatest in the
low Imp/low Anx group. Corr et al. suggest that the aversive nature of the startle
paradigm may interfere with response to positive stimuli.

Reinforcement sensitivity theory: conclusions

There is little doubt that traits influence psychophysiological response to both
motivational signals (e.g., a negative feedback message) and primary reinforcers
(e.g., a loud noise burst). Such observations have stimulated interest in Gray’s
RST as an explanation for personality effects. At the same time, studies have often
failed to support predictions from RST (Matthews and Gilliland, 1999, 2001). In
particular, high impulsives (and extraverts) do not show any generalised sensitivity
toreward signals, although they may do in some circumstances. Corr’s (2001,2002)
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revision of RST provides an interesting attempt to deal with some of the empirical
difficulties, and provides a rationale for the interactive effects of Imp and Anx
often observed in studies. It is premature to state how successful this revision
will be. However, we can see a general parallel with arousal theory. That theory
also evolved as a result of conflicting results, to include the idea of TMI as a
process that might lead to paradoxical elevation of arousal in extraverts. On the
positive side, this modification provided a better fit to the data, but it also introduced
greater complexity, and greater scope for post hoc rationalisation of results, through
arbitrary decisions on whether TMI was or was not operative in any particular study.
Similarly, Corr’s (2001) notion of motivational systems sometimes interacting, and
sometimes operating independently, explains some of the data, but it may also give
the researcher too much latitude in fitting data to theory post hoc. Nevertheless, it
remains a novel approach that will generate further experimental studies.

Psychophysiology: where next?

The tension we have explored in this chapter is that between the elegant
conceptual models proposed by Eysenck, Gray and others, and the messy reality
of empirical psychophysiological research. Three key issues emerge: obtaining
replicable results, linking results to neuroscience theories, and linking results to
broader personality theories that do not rely exclusively on biological explanations.

The first theme of this field of research has been a protracted struggle to find ex-
perimental paradigms which provide consistent results. However, there are indeed
some paradigms that give tolerably consistent results, using a variety of measures
including the brainstem auditory evoked potential (Cox-Fuenzalida et al., 2001),
some standard evoked potential components (Stelmack and Houlihan, 1995) and
phasic electrodermal response (Smith, 1983). In each case, careful attention to
methods and environmental factors is important for replicability, as discussed in
the early sections of this chapter. Often, personality effects are moderated by fac-
tors such as level of stimulation or task demands, consistent with the interactionist
perspective discussed in chapter 2. Thus, although progress often seems slow,
several decades of research have isolated some consistent associations between
personality and brain function. New brain-imaging techniques may well bring
further advances, although advanced technology is no panacea for the general
methodological and conceptual difficulties of the field.

A second theme is that none of the leading theories receive more than lim-
ited support from psychophysiological theories. Several reviewers (e.g. Matthews
and Gilliland, 1999; Stelmack, 1997) have concurred in finding some support for
Eysenck’s (1967, 1981, 1997) arousal theory, especially when level of stimulation
is controlled. At the same time, continuing failures to replicate findings in many
paradigms and the small magnitude of associations between personality and psy-
chophysiological variables remains a source of concern (Matthews and Gilliland,
1999). Tests of Eysenck’s (1967) theory of neuroticism have been less successful.
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Table 7.2 Two types of correlate of extraversion

‘Cortico-reticular’ extraversion ‘Dopaminergic’ extraversion

Low cortical arousability Decreased motoneuronal excitability
Low autonomic arousability Conditioning to reward

Insensitivity to TMI Faster movement time

Poor eyelid conditioning Multiple channel detection

High sensory threshold Subjective energy

There is a striking disjunction between the patchy and inconsistent findings from
psychophysiological paradigms, and the very robust correlates of N found in
studies of mood (see chapter 4) and stress (see chapter 9). It is tempting to
conclude that an important component of N is cognitive, i.e., the high N per-
son’s negative beliefs and ineffective coping strategies produce stress outcomes
(perhaps including psychophysiological response, sometimes). Matthews and
Amelang (1993) suggest that, although the psychophysiology of personality is a
potentially rewarding area of study, it may be unwise to make individual differences
in arousal the central explanatory construct in personality theory. It is also trou-
bling that contemporary neuroscience is increasingly rejecting arousal theory in
favour of a more differentiated view of multiple activating systems (e.g., Robbins,
1998).

Gray’s (1991; Gray and McNaughton, 2000) RST highlights the role of motiva-
tional variables in moderating the expression of personality. Empirically, the major
traits do indeed interact with motivational factors, but it is unclear whether RST
provides the best explanation for these findings. As Eysenck and Eysenck (1985)
pointed out, motivational manipulations often induce arousal changes, which may
be the key factor in personality studies. The continuing evolution of the theory, in-
volving some major changes to its basic assumptions, also makes it hard to evaluate
its account of the evidence. At an empirical level, researchers have yet to find a re-
ally consistent psychophysiological paradigm for demonstrating effects consistent
with the theory (Matthews and Gilliland, 1999), although the electromyographic
startle response may be promising (Corr, 2002). It is probably safest to treat RST
as a work-in-progress, and await further studies that will show whether its latest
version is usefully predictive of personality effects (cf., Corr, 2002).

Matthews and Gilliland (1999) concluded that extraversion seems to relate to at
least two different sets of psychophysiological and behavioural correlates, as illus-
trated in table 7.2. One set of correlates is equivalent to Eysenck’s ‘cortico-reticular’
extraversion, whereas a second set of correlates, ‘dopaminergic’ extraversion, bears
some resemblance to Gray’s Behavioural Activation System. These differing as-
pects of extraversion mesh with Zuckerman’s (1991) view that traits and neural
systems are non-isomorphic: several independent systems may influence extraver-
sion. Conversely, systems may contribute to more than one trait; for example, low
cortical arousability may also contribute to psychoticism.
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The third issue we highlight is whether biological theories of personality are

sufficient to explain the various behavioural consequences of traits; the hope ex-
pressed in figure 7.1. An alternative viewpoint is that cognitive and social-cognitive
models may provide more predictive power. Matthews and Gilliland (1999, 2001)
suggest several reasonable conclusions that might be drawn, depending on the
researcher’s theoretical preferences:

1

Either the Eysenck or Gray theory might be essentially correct. Future improve-
ments in recording techniques and methodology will eventually vindicate one
of these theories.

We may agree with Eysenck and Gray that neuroscience provides the key to
personality, but adopt more complex physiological models (e.g., Zuckerman,
1991), in which traits reflect the integrated action of several discrete brain
systems. We might also add that future research might place more empha-
sis on cortical mechanisms, such as circuits controlling attention (Matthews,
Derryberry and Siegle, 2000). Of course, such models are more difficult to test
in empirical study.

Revelle (1993) suggests that cognitive processes should be seen as more direct
influences on behaviour than neural processes. Thus, to explain effects of ex-
traversion on an attentionally demanding task, it may be most straightforward
to refer to the cognitive processes described by theories of attention, such as
allocating resources or capacity (see chapter 12). However, these processes are
themselves dependent on neural functioning, and may be described in terms of
cognitive neuroscience.

The final possibility is that we may never be able to reduce all the behavioural
expressions of personality traits to neural processes (Matthews and Gilliland,
2001). Instead, we may need to use different explanations, depending on the
behaviour of interest, as described in the introduction to this chapter. From
this perspective, the aim for the future is to decide which behaviours are most
amenable to neural explanation. There are good prospects for psychophysiologi-
cal research on relatively primitive behaviours and processes, such as associative
conditioning (Corr, 2002), and developmental processes that shape temperament
(see Zeidner et al., 2003).

Conclusions

. Neuropsychological theories seek to relate personality traits to individual differ-

ences in key brain systems. The principal source of evidence for these theories
comes from studies that use psychophysiological recording techniques to inves-
tigate the functioning of the brain. Theories typically start from a ‘conceptual
nervous system’: a simplified account of the most relevant brain systems for un-
derstanding personality. Leading theorists include Hans Eysenck (emphasising
arousal systems), Jeffrey Gray (emphasising reward and punishment systems)
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and Marvin Zuckerman (emphasising multiple neurotransmitter and hormonal
systems).

. Various psychophysiological techniques are used in personality research. Cen-

tral nervous system activity can be recorded directly, using the EEG. An impor-
tant variant of this technique is the recording of EPs, the averaged waveform
seen in response to a controlled stimulus, that presents a regular pattern of posi-
tive and negative waves. Indices of the autonomic nervous system, such as skin
conductance and heart rate may also be recorded. Increasingly, researchers are
using modern brain scanning techniques that allow personality to be linked to
the activity of specific brain regions, during some mental activity.

. Much empirical work has been directed towards Eysenck’s arousal theory,

which links extraversion to (low) arousability of a reticulo-cortical circuit,
neuroticism to arousability of a limbic-cortical circuit, and psychoticism to
a fight—flight system. The basic assumptions of arousal theory have been crit-
icised, and it may be too simplistic to accommodate the multiple activating
systems of the brain. Experimental studies provide some modest support for
the hypothesis that introverts are more easily aroused than extraverts, but there
are various inconsistencies in the data. Careful attention to methodology is es-
sential to obtain replicable results. Arousal theory may only explain some of
the psychophysiological correlates of extraversion, and has had little success
as an account of neuroticism.

. Recently, Gray’s RST has become increasingly prominent. It proposes that im-

pulsivity (similar to extraversion) relates to a Behavioural Activation System
sensitive to reward signals, whereas anxiety (similar to neuroticism) relates to a
Behavioural Inhibition System sensitive to punishment signals. Psychophysio-
logical studies show that motivational stimuli may indeed moderate the effects
of personality on response. However, little consistent evidence for RST has
so far been obtained from psychophysiology, although behavioural paradigms
provide some support. The theory may require modification to accommodate
interaction between different brain systems.

. There are some trends among current studies that point to successful strategies

for future research on the biology of personality traits. First, genetic covariance
studies (e.g., Kirk et al., 2001; chapter 6) offer a new method for finding vari-
ance shared by personality traits and biological variables. These can provide
firm starting points for further mechanistic research. Second, studies that com-
bine personality traits and cognitive processing models in the setting of func-
tional brain imaging provide richer, more tractable findings than those studies
which study people at rest (e.g., Gray and Braver, 2002). Such studies might
help to link personality to the brain via cognitive processing theories. Third,
studies that examine personality, genetics and brain imaging together help to
understand the cerebral mechanisms through which genetic contributions to
personality traits might act (Hariri et al., 2002; chapter 6). In summary, if it



The psychophysiology of traits

203

can be demonstrated that personality trait scores and genetic polymorphisms
point to the same cerebral activation signatures in response to well-conceived
cognitive and/or emotional processing demands then a psychobiological un-
derstanding of personality will begin in earnest. However, it is still an open
question whether neuroscience theories of personality can provide a full ac-
count of the behavioural expressions of traits. Some researchers believe that the
whole of trait psychology may ultimately be reducible to neuroscience explana-
tions, whereas others believe that complementary psychological explanations
will always be necessary.
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8 The social psychology of traits

Introduction: personality and social behaviour

Social-psychological approaches have played a major role in personality
psychology. In the modern era, the two most influential theorists are Albert Bandura
(e.g., 1997) and Walter Mischel (e.g., 1999). Bandura’s studies of modelling (e.g.,
Bandura and Walter, 1963) showed how social learning processes could generate
dispositions, such as tendencies towards aggression. However, such dispositions
were seen as dynamic rather than static, in that they undergo ongoing modification
as a consequence of interaction with the environment. Mischel also emphasised so-
cial learning and dynamic person—environment interaction. His personality theory
is also known for its emphasis on the situation: individuals may display consistent
behaviours in specific situations, consistencies that are not related to conventional
traits. The relationship between these approaches and trait theory has often been
thorny: as discussed in chapter 2, Mischel’s (1968) critique of trait theory was
seen, in his words (Mischel, 1999, p. 39), ‘as a glove hurled to the ground’. As
Mischel (1999) also points out, the two disciplines of personality psychology had
previously been unified in constructive collaboration. At the present time, there
is increased interest in whether — and if so, how — a new unity between the two
disciplines may be forged.

From the trait perspective, there is renewed interest in social learning approaches
because of evidence that links traits to the explanatory constructs of social learning
theorists. We can readily show correlations between traits such as extraversion and
neuroticism, and indices of cognitive appraisal, self-efficacy and self-reflective
cognition (Matthews, Schwean et al., 2000). Could these data be pointing us to-
wards the sources of the environmental influences on traits indicated by behaviour
genetic studies? Could it be that individual differences in social learning processes,
such as development of beliefs about the self, shape personality traits (and vice
versa)? Perhaps extraversion is influenced by exposure to outgoing role models, by
parental approval of sociable behaviours, and by internalisation of an ‘extraverted’
self-identity. Such a perspective might also help us to explain how traits influence
social behaviours.

In this chapter we examine the relationship between social psychology and
the study of personality traits. However, it is important to recognise that social
psychology is itself a multifaceted discipline that includes at least two different
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approaches to personality. The first approach is social constructivism, the idea that
‘personality’ is not a property of the individual at all, but a mutually negotiated
meaning attached to social discourse. The second approach is social-cognitive
(Kunda, 1999). It assumes that people represent social knowledge in the form of
cognitive structures, such as schemas, that guide the individual’s processing of the
social stimuli provided by other people, and, hence, social interaction. Bandura and
Mischel have both applied the social-cognitive approach in attempting to describe
the internal processes that give coherence to the personality of the individual.
In trying to span the divide between different disciplines, we can start building
the bridge from either end. Next, we will look in outline at how we might take
these two social-psychological conceptions of personality as a starting point for
understanding traits. We will also consider how we might start with trait concepts,
and work towards a social-psychological understanding.

Social constructivism

The constructivist approach views people as active participants in social encoun-
ters, focusing on meaning as jointly constructed through interaction between the
participants. It sees natural science methods as unsuitable for investigating ‘mean-
ing’, and emphasises the use of qualitative data. It lends itself to studies of the
interplay between the individual and social and political contexts; for example,
feminist psychology is exclusively constructivist in outlook. Hence, it tends to
be inimical to trait theory. ‘Aggression’, in the constructivist view, is not a fixed
attribute of an individual, but a construction of meaning placed upon a social in-
teraction. Such a construction is interpersonal in several senses. It may depend on
a shared, possibly culture-specific belief that certain actions should be labelled as
aggressive. It may also depend on a negotiation of meaning between participants.
For example, a statement by the ‘aggressor’ that he or she acted in self-defence
might lead to a re-evaluation of the events. There may also be a sense in which
the ‘victim’ contributed to the construction by accepting the role of victim. As
Hampson (1988) has suggested, personality may then be located ‘between’ rather
than ‘within’ people.

Harré and Gillett (1994) describe personality as the outcome of the person’s
attempt to fashion a coherent psychological life from everyday ‘discourses’: sym-
bolic interactions within a framework of conventions and relationships. Their pre-
scription for personality research is unequivocally idiographic: ‘a detailed, em-
pathic, and individualized understanding of the way someone has construed and
come to organize their own location in a range of discourses’ (Harré and Gillett,
1994, p. 142). Hence, to try to quantify an individual’s aggressiveness would be
crass. What is important is to understand the personal significance of acts which
might be construed as ‘aggressive’, and the psychological and social factors influ-
encing the construction.

Harré and Gillett’s (1994) theory is evidently a dead end so far as trait models
are concerned. A more interesting constructivist theory that makes some contact
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with trait theory has been advanced by Hampson (1988). She distinguishes three
components of personality: actor, observer and self-observer. The ‘actor’ refers to
the individual’s internal characteristics and dispositions, as conventionally studied
by trait psychologists. The ‘observer’ describes another person’s assignation of
meaning to the actor’s behaviour. The ‘self-observer’ is the actor in another guise.
The person not only emits behaviours, but constructs meanings for them. Moreover,
the person is often aware of being observed, and forms beliefs about the ways in
which his or her behaviour is being evaluated by the observer. Two people in
conversation will each fill all three roles as they communicate with one another.
Personality may be seen as arising out of this complex interplay; according to
Hampson (1988), participants aim to arrive at a mutually satisfactory construction
of reality.

One of the main planks of constructivist personality theory is evidence that the
personality of the individual appears to vary dynamically according to the cues
provided by others (see Hampson, 1988). We can all think of instances of jovial,
Santa Claus-like individuals who seem to have an extraverting effect on people
around them. Conversely, people in elevators often behave so as to discourage
conversation and other signs of extraversion. The constructivist view is that the
extraversion is a situationally negotiated construct, such that one’s own extraver-
sion may be influenced by cues that others wish one to be extraverted, or, as at a
party, that the shared identity of a group is based on extraverted attitudes and be-
haviours. However, such observations do not necessarily force us to think in terms
of personality as inter- rather than intra-personal. Moderation of personality (or
rather its outward signs) may be a special case of person x situation interaction,
in which the situation is dependent upon the traits of the individuals concerned.
It is plausible that the social cues a situation provides depend on the extraversion
scores of the participants. If so, there is nothing particularly surprising about intro-
verts showing extraverted behaviour if sufficiently strongly cued by the situation
to be talkative, assertive and so on. We might also find that, even if introverts show
extraverted behaviour at a party, extraverts become even more extraverted, or ex-
ecute extraverted behaviours more effectively. There is nothing in contemporary
trait theory which states that social behaviour is unaffected by social cues, or by
interaction between traits and those cues. As Deary (1993b) has stated, ‘Most of
the results of the constructivist approach appeared to be compatible with an inter-
pretation that says that constructivism describes how traits (important, biologically
based phenomena) are picked up and inferred by individuals. In other words, it is
not personality itself that is being constructed, but our perception of its truth — and
that is a very weak form of constructivism indeed.’

Social-cognitive approaches to personality

From the social-cognitive perspective, the individual is ‘programmed’ by experi-
ence with processing routines and items of knowledge stored in memory, which
allow him or her to handle social encounters (Matthews, Schwean et al., 2000).
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Some of these program elements are available to consciousness, whereas others,
such as routines for reacting to non-verbal social stimuli, may be largely uncon-
scious. Individual differences in personality result from individual differences in
the program elements and operation. For example, an aggressive person might be
one whose interpretive routines are biased towards the detection of hostility and
threat in others, and who has a large and accessible store of information about
inflicting injury on others (e.g., Dodge, 2000). These biases may also be situation-
specific: sensitivity to hostility may be linked to specific contexts. As researchers,
we can then seek methods for unravelling the programming, and identifying el-
ements, such as knowledge in long-term memory, which may be responsible for
consistencies in behaviour over time, and observable ‘traits’. This approach is
well-suited to the development of cognitive psychological models of the processes
used by people to interpret and react to social stimuli. It is also compatible with
experimental methods and rigour of natural science. However, to constructivist
social psychologists, it risks sacrificing realism in pursuit of this rigour.

This view of personality presents an intriguing mixture of similarities and dif-
ferences with trait research. It shares the idea of an inner locus of personality,
introduced in chapter 1, i.e., that people possess core qualities that influence sur-
face behaviours. It also shares the idea of at least some stability in behaviour:
people’s social-cognitive dispositions are represented in long-term memory, and
so change relatively slowly. Like trait theory, the social-cognitive approach is
concerned too with issues of coherence of personality; how is it that individual
differences in beliefs, emotions, motivations and behaviours are interrelated and
integrated? Table 8.1 lists three aspects of coherence described by Cervone and
Shoda (1999). There are also important differences in theoretical perspective. In
particular, Cervone and Shoda (1999, p. 10) state that:

Coherence across time is revealed not only in stability of action, but in meaning-
ful patterns of change when people face changing environmental demands . . .
Coherence across contexts is revealed not only in stable mean levels of response,
but in variations in cognition and action from one context to another . . . Further,
when consistency in response is observed, it is found across sets of situations that
vary idiosyncratically from person to person and that often bear little relation to
nomothetic trait categories.

Interestingly, different social-cognitive theorists arrive at different opinions of
the compatibility of such models with trait theory. Mischel (1999) sees dispo-
sitions and processing dynamics as complementary facets of the same person-
ality system. ‘The dispositional qualities of individuals are represented in the
personality system in terms of particular enduring structures in the organization
among cognitive-affective mediating units available to the person’ (Mischel, 1999,
p. 56). In chapter 2, we discussed the Mischel and Shoda (1995) CAPS model
that describes the dynamic operation of these units in detail. Mischel’s point is
that there may be mappings to be found between conventional traits and this
more fine-grained, contextualised account of personality structure. By contrast,
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Table 8.1 Three aspects of personality coherence, within social-cognitive theory

Organisation among multiple personality processes
Interrelationship of multiple psychological processes: e.g., the individual’s typical
patterns of emotion and cognition

Coherence in overt response
Patterns of behaviour that generalise across space and time; i.e., behavioural consistency
and temporal stability of behaviour (in some contexts)

Coherence in subjective experience
The person’s experience of having a unitary self and finding personal meaning in their life
story, expressed in a stable sense of preferences, values and self-perceptions

Source Cervone and Shoda (1999)

Cervone (1999; Caprara and Cervone, 2000) cautions against an integration of the
two approaches, in that, in his view, trait theories fail to identify causal mecha-
nisms, and they offer no explanation for the cross-situational consistencies shown
by individuals. We will return to these arguments again in the concluding section
of this chapter.

Traits and social behaviour

Social psychologists do not have a monopoly on explanations for social behaviour.
Trait theorists have long been concerned with individual differences in social be-
haviour (Furnham and Heaven, 1999). Traits that represent the person’s character-
istic style of interacting with others are, of course, an essential part of conventional
trait models such as those of Eysenck and the five factor model. Extraversion, for
example, has an important social component: the extravert is typically more socia-
ble, gregarious and assertive. Extraversion has considerable validity as a predictor
of social behaviour; when placed in social situations with strangers, extraverts
are more likely to initiate conversations than introverts (Thorne, 1987; Argyle,
Martin and Crosland, 1989). They also joke more and ask more questions. We saw
in chapter 4 how extraversion, happiness and social skills may be closely linked
(Argyle and Lu, 1990b). Agreeableness is defined entirely by social qualities such
as kindness and trustfulness. Trapnell and Wiggins (1990) identify two specif-
ically interpersonal traits, Dominance and Nurturance, which correspond to ex-
traversion and agreeableness respectively. Two similar, broad interpersonal traits —
‘diffidence versus dominance’ and ‘nastiness versus niceness’ — were found in
a combined, confirmatory factor analysis of the NEO-FFI, the Bedford-Foulds
Personality Deviance Scales and the Spielberger State-Trait Anger Inventory
(Whiteman et al., 2001). Conscientiousness appears, in part, to reflect acceptance
of societal values, as expressed through qualities such as dutifulness and orderli-
ness. McCrae (1996) cites evidence that openness relates to qualities of interper-
sonal interaction such as understanding and adapting to others’ perspectives, and to
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expressing egalitarian rather than traditional family values. There are also narrower
‘social’ traits such as guilt, shame and embarrassment (Klass, 1990), which relate to
neuroticism.

There is little doubt that traits predict social behaviour, although social-cognitive
researchers contend that contextualised and/or idiographic personality measures
predict a larger part of the variance. The next question is how these social-
psychological correlates of traits are to be explained. Traditionally, biological
theories of traits have explained their effects on social behaviour by reference to
conditioning processes. For example, neurotic extraverts may be more prone
to delinquent behaviour because they are more sensitive to reward signals than
to punishment signals (Gray, 1981). Cloninger’s three temperament traits of harm
avoidance, reward dependence, and novelty seeking are hypothesised to derive
from evolutionary-relevant social activity underpinned by specific neural circuits
and learning mechanisms (see chapters 1 and 11). However, while basic condi-
tioning mechanisms may contribute to social learning, it is unlikely that they are
the only, or even the most important influence.

A social-psychological agenda for trait psychology

Our introductory overview demonstrates overlap between the concerns of trait
theory and of the social-psychological conception of personality, especially in its
social-cognitive form. Furthermore, cognitive theory suggests mechanisms that
may influence the development of personality, and the expression of personality
traits as individual differences in social behaviour. If people encode knowledge
about social encounters in long-term memory, this knowledge may be sufficiently
stable over time to provide the basis for traits. Perhaps an agreeable person is
someone who has stable beliefs that other people are generally benevolent (cogni-
tion), and that it is important to have amicable relations with others (motivation).
The person may also have a repertoire of skills for appearing as friendly to others
(behavioural skills).

In the remainder of this chapter, we take several steps necessary to develop the
idea that traits are associated with individual differences in social cognition:

1 First, we explore how social-cognitive processes may influence the develop-
ment of personality traits, mediating the environmental influences that are
shown to be important by the behaviour-genetic research reviewed in chapter 6.
The assumption is that development builds stable social and self-knowledge.
These knowledge structures provide a cognitive core to personality, within the
interactionist framework described in chapter 2. We must investigate how stable
social knowledge is acquired from social learning, rather than simpler processes
such as conditioning.

2 If personality resides in stable knowledge structures, then social-cognitive mod-
els should tell us how traits influence social behaviours in specific contexts.
We must find sources of long-term consistency that will support the stability of
traits and individual differences in behaviour. Social-cognitive theories describe
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stable knowledge structures, such as the ‘self-schema’, that encode beliefs and
procedural skills relevant to a variety of important types of situation. These the-
ories also describe how person and situation factors interact in the short term,
as external cues influence which knowledge elements are ‘activated’, so as to
influence behaviour.

3 Next, we must show that individual differences in stable social knowledge may
be conceptualised, at least partially, in nomothetic rather than idiographic terms,
so as to explain the data on associations between traits and social behaviour. Here,
we are hindered by the traditional antagonism of the two fields of enquiry, and
the reluctance of researchers to engage with the constructs of the ‘enemy’ camp.
Fortunately, recent work on Agreeableness provides a model for relating traits to
social-psychological constructs, to the probable benefit of both approaches. We
will review the relevant studies, though, as yet, theory development is sketchy.

4 Another approach to treating social knowledge nomothetically is to opera-
tionalise traits that directly represent social psychological constructs, such as
cultural values and attitudes towards others. We will briefly outline some exem-
plary research.

5 In the final section of this chapter, we review the prospects for integrating trait
and social-psychological models of personality.

Personality development: social-psychological
perspectives

The social-psychological approach suggests that one source of stable
personality dispositions is the child’s early learning and socialisation. It seems
plausible that a happy childhood may encourage traits such as extraversion and
agreeableness, whereas the maltreated child might be more prone to neuroticism.
However, as discussed in chapter 3, personality development is a two-way street.
The external social environment may influence personality development, but the
child also actively interacts with and shapes its social experience. In this section
we consider how person—situation interactions operating over long time periods of
months or years may mould the child’s personality. We look first at some general
principles for the role of person—situation interaction in personality development,
followed by two influential areas of research: self-efficacy and attachment styles.

Interactionist perspectives on development

A popular view is that the self originates in caregiver—child interactions. The
infant graduates from coordinated, reciprocal transactions with the mother, such
as those of feeding routines, to developing internal working models of the self (e.g.,
Bretherton, 1988). Initially, interaction is centred on the infant’s biological needs
and simple emotional transactions, such as mutual smiling. As the child matures,
interaction becomes more dependent on language, and on the child’s growing



The social psychology of traits 211

Table 8.2 Stages of development of the social self

Age period

Self-regulation

Social expressions

0-12 months (infancy)

12-30 months (toddler
period)

21/2 years—5 years
(pre-school)

5 years—10 years (early and
middle school years)

104 years (later school
years)

Use of simple behavioural
strategies such as
self-soothing responses and
gaze aversion; also much
reliance on caregiver

Emergence of self-awareness
and use of language

Symbolic understanding of self
and others

Increasing self-reliance, and use
of problem-solving strategies

Increasing self-knowledge and
self-insight, leading to
increasing self-regulative

Social games and turn-taking.
Instrumental use of social (e.g.,
fake crying to get attention)

Early forms of empathy and voluntary
prosocial and antisocial behaviour

Increased insight into other people
leads to increased sensitivity to
social feedback and readiness to act
to influence others

Improving social skills and awareness
of social norms

Increasingly skilful use of
self-presentation strategies and
management of relationships and

sophistication social roles

Source Adapted and simplified from Saarni (1999)

capacity for self-regulation, for example, through use of emotional displays to
attract caregiver attention and concern (Denham, 1998). In school-age children,
self-reflective thought, sensitivity to the opinions of others and social comparison
become increasingly important in the development of the self-schema (Saarni,
1999). Children also develop increasing self-control, in being able to translate
self-knowledge into action, through deferring gratification for long-term benefit,
for example (Metcalfe and Mischel, 1999). In the older child, social interaction
with peers, teachers and other adults also plays an increasing role in shaping the
sense of self. Table 8.2 shows, in simplified form, how the self develops, and how
increasingly sophisticated self-regulation is expressed in social behaviour (Saarni,
1999).

The development of the self is frequently seen from a purely social-
psychological perspective. For example, Saarni (1999, 2000), a social construc-
tivist, believes that social exposure influences how the child gives meaning to
events. The individual’s development reflects a social history, i.e., immersion in
cultural beliefs (often transmitted via narrative and discourse), observation of im-
portant others, and reinforcement from significant others. The ability of the child to
assign meaning becomes progressively more sophisticated as cognitive and emo-
tional development progresses, as indicated in table 8.2. Throughout, the process
is essentially one of learning to construct meaning, on the basis of perception of
one’s social role within specific contexts.
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However, this constructivist perspective neglects the possibility that the factors
of temperament discussed in chapter 3 systematically influence the social learning
process. In fact, there is evidence that temperament (as a precursor to person-
ality traits) influences the behaviour of both child and caregiver in their mutual
interaction (Bates and McFadyen-Ketchum, 2000). The child’s temperament in-
fluences whether the child reacts to adult anger with displays of negative emotion
(Davies and Cummings, 1995), and how compliant the child is to maternal instruc-
tions (Kochanska et al., 2001). Conversely, mothers who lack positive emotionality
tend to have young children who are emotionally dysregulated (Zahn-Waxler et al.,
1984). These bidirectional paths may have the capacity to lead to mutually dys-
functional interactions in which ‘difficult’, distress-prone children elicit subopti-
mal parenting, and vice versa, with adverse consequences for subsequent social
development. Whatever the idiographic content of the child’s social development,
it seems that (as also discussed in chapter 3) dimensions of temperament influence
the child’s style of interaction with its social environment. Box 8.1 illustrates the
different processes that may contribute to the development of the emotional aspects
of personality. Furthermore, interaction is supported by biological as well as social
mechanisms, especially in infancy. Emotional interactions with the care-giver may
influence the development of the neural circuits involved in emotional awareness
and regulation (Taylor, Bagby and Parker, 1999).

Box 8.1 Temperament and social learning: development of
emotional competence

The development of emotional competence appears to depend on multiple
levels of interaction between the child and its social environment, that be-
come progressively more sophisticated as the child develops and acquires
more advanced cognitive and social skills. The figure below shows three lev-
els identified in a recent review (Zeidner, Matthews, Roberts and McCann,
2003):

1 Development of temperament. The quality of the infant’s interaction with the
caregiver shapes the emotional aspects of temperament; maltreated infants
may develop aggressive or inhibited temperament, together with deficits
in emotion expression and emotion regulation (e.g., Southam-Gerow and
Kendall, 2002). Conversely, the child’s temperament influences caregiver
behaviour. The distress-prone infant may be clingy, whiny or otherwise
‘difficult’, which may cause frustration or neglect by the caregiver.

2 Development of social-emotional skills. As the child acquires greater lin-
guistic abilities, the way the caregiver (and others) instruct the child
influences the child’s personality, along with modelling. For example,
more empathic and emotionally open parents tend to have more empathic
and expressive children (e.g., Gottman, 2001). Again, the relationship is
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bidirectional: the child’s empathy may influence how warm and expressive

the parent is (Zhou et al., 2002).

3 Development of emotional self-awareness. Older children acquire metacog-
nitive abilities that allow them to reflect about their own emotions. The con-
versations that children have with adults and peers about emotions help to
build styles of emotional self-regulation that may be related to personality
traits. For example, an exaggerated concern with negative emotions (ex-
cessive metacognition) may contribute to neuroticism (Matthews, Schwean
et al., 2001), whereas children coached in strategies for dealing with their
own negative feelings may be more stress-resistant (Gottman, 2001).

The figure suggests that temperament, influenced by genes, biases subsequent
emotional development, with continuing mutual interaction between levels.
For example, higher levels of emotion regulation may feed back into temper-
ament, and eventually into adult personality. The social learning processes
indicated in the figure also interact with the child’s biological constitution, as
further discussed by Zeidner, Matthews et al. (2003).

Caregiver—
infant
interaction

Temperamental
Genes ——| emotionality

Social-cultural influences: esp.
parents, also peers, teachers, etc.

= Emotional
= q
” o g discourse
g 8
lEL
9.
2 |=E
Learned skills Self-aware
for emotional emotional
response regulation

Figure B.8.1.1 Levels of emotional personality development (adapted from

Zeidner, Matthews et al., in press)

It is important also to appreciate that the environment changes along with the
child. Caspi and Bem (1990) identify three types of person—environment inter-
action which tend to promote continuity in personality through childhood and

adulthood:

1 Reactive interaction refers to individual differences in filtering and inter-
preting environmental stimuli, controlled by cognitive structures such as the
self-schema. Children may develop characteristic styles of cognitions about

themselves and the outside world.

2 Evocative interaction refers to feedback loops that link children’s behaviour to
the reactions of others. For example, if aggressive children expect others to be
hostile (Schwean and Saklofske, 1995), they may show suspicion and aggression
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in social interaction, thereby promoting the hostility expected, and generating a
self-fulfilling prophecy.

3 Proactive interaction refers to the active choice and construction of environ-
ments. Swann’s (1997) self-verification principle suggests that individuals tend
to shape interaction in accord with their self-concepts, which promotes temporal
stability of the self-concept, and, in consequence, stability of behaviour. People
may be motivated to construct environments around themselves which tend to
verify their self-beliefs, even if these are negative (Swann, Stein-Seroussi and
McNulty, 1992).

Such interactive processes may contribute to the temporal continuity of the Big
Five and other traits. As discussed in chapter 3, temperament and personality
show some changeability during childhood, becoming increasingly stable during
the adult years (Caspi and Roberts, 2001). In addition to direct constitutional ef-
fects, stability may also reflect people’s ability to create environmental ‘niches’ for
themselves that match their personality. For example, high neuroticism scorers may
tend to seek out or create stressful encounters (Bolger and Schilling, 1991; see also
chapter 9) which feed back into maintenance of a more neurotic personality. Ex-
traverts are more prone than introverts to attend parties and social events (Furnham,
1981), which may help to confirm the personal significance of socialising, and to
build the social skills and self-efficacy which contribute to enjoyment of social
events. Kohn and Schooler (1983) discuss an instance of proactive interaction
which may relate to the Big Five Openness dimension. Intellectually flexible and
self-directed men tend to choose jobs requiring complex work, which in turn en-
hances their flexibility and self-directedness. People also tend to form friendships
with those of similar personality, in which mutual traits are reinforced. In sports
clubs, high levels of extraversion expressed in practical jokes and rumbustiouness
which would normally cause offence to others may be tolerated or even encour-
aged. Similarly, delinquent behaviour may be maintained, in part, through the
tendency of delinquents to belong to delinquent peer groups (Patterson, 1988).

Development of self-efficacy

Bandura’s social learning theory has been applied to personality development,
framed within an interactionist model termed reciprocal determinism. Within a
given situation, the person chooses how to act, but the action is then modified by
the feedback received, so that person and environment mutually shape one an-
other. Bandura’s (e.g., 1999) later writings propose the more complex notion of
triadic reciprocal causation, which distinguishes three mutually interacting ele-
ments: behaviour (B), internal personal factors (P) and the external environment
(E), as shown in figure 8.1. The ‘person’ is broken down into B and P elements to
emphasise that beliefs and intentions shape behaviour (P — B), and, reciprocally,
feedback from actions influences thought and affect (B — P). Similarly, the envi-
ronment interacts reciprocally with both internal thoughts and overt behaviours.
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Figure 8.1 Triadic reciprocal relationships between behaviour (B), internal per-
sonal factors (P) and the external environment (E), according to Bandura (1999)

PERSON ——— & BEHAVIOUR ———  OUTCOME

EFFICACY BELIEFS OUTCOME EXPECTANCIES
Can I execute this behaviour ‘What reward or punishment
effectively? will follow from this behaviour?

Figure 8.2 Bandura’s distinction between outcome expectations and self-efficacy
perceptions

Bandura (1997, 1999) links the self to agency, i.e., to a system for self-regulation
capable of operating proactively, rather than just reacting passively to stimuli.
Within the triadic model, the P element is supported by various self-related cog-
nitions, but Bandura emphasises especially 